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ABSTRACT

Measuring the absolute brightness of the zodiacal light (ZL), which is the

sunlight scattered by interplanetary dust particles, is important not only for

understanding the physical properties of the dust but also for constraining

the extragalactic background light (EBL) by subtracting the ZL foreground.

We describe the results of high-resolution spectroscopic observations of the

night sky in the wavelength range from 300 nm to 900 nm with the Dou-

ble spectrograph on the Hale telescope to determine the absolute brightness

of the ZL continuum spectra from the Fraunhofer absorption line intensi-

ties. The observed fields are part of the fields observed by the Spitzer Space

Telescope for the EBL study. Assuming that the spectral shape of the zo-

diacal light is identical to the solar spectrum in a narrow region around the

Fraunhofer lines, we decomposed the observed sky brightness into multiple

emission components by the amplitude parameter fitting with spectral tem-

plates of the airglow, ZL, diffuse Galactic light, integrated starlight, and

other isotropic components including EBL. As a result, the ZL component

with the Ca II λλ 393.3, 396.8 nm Fraunhofer lines around 400 nm is clearly

separated from the others in all fields with uncertainties around 20%, mainly

due to the template errors and the time variability of the airglow. Observed

ZL brightness in most of the observed fields is consistent with the mod-

eled ZL brightness calculated by combining the most conventional ZL model

at 1250 nm based on the Diffuse Infrared Background Experiment and the

observational ZL template spectrum based on the Hubble Space Telescope.

However, the ecliptic plane observation is considerably fainter than the ZL

model, and this discrepancy is discussed in terms of the optical properties of

the interplanetary dust accreted in the ecliptic plane.
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Chapter 1

Introduction

1.1 Zodiacal Light

Zodiacal light (ZL) is the scattered sunlight by interplanetary dust (IPD)

particles. To understand the physical parameters of the IPD particles, the

observation of the ZL brightness is important. The ZL brightness at optical

wavelength can ignore the thermal emission (Kelsall et al., 1998) and this

brightness along the line of sight (IZL) is expressed as

IZL =
∫

F⊙(R)n(x, y, z)AΦ(θ)dl, (1.1)

where F⊙(r) is the solar flux at the location of the particle, r is the distance

of an IPD particle relative to the Sun, n(x, y, z) is the number density at

position (x, y, z), A is the albedo of the IPD particles, Φ(θ) is the phase

function for the scattering angle θ, and l is the distance along the line-of-

sight from the observer. There is also an ecliptic latitude dependence on

n(x, y, z), resulting in the ZL being brightest in the ecliptic plane. Figure 1.1

shows the geometry of ZL observation.
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Figure 1.1: The geometry of ZL brightness on the Earth. The observed
field is ecliptic latitude β and heliocentric-ecliptic longitude (λ− λ⊙), where
λ means the ecliptic longitude of observed field and λ⊙ means the ecliptic
longitude of the Sun. R in the figure means the distance from the Sun to IPD
particles through line-of-sight, ε means the solar elongation and θ means the
scattering angle of the sunlight by IPD particles. The blue arrow means the
line of sight of the observer.

IPD particles are removed from the solar system by the Poynting-Robertson

effect and radiation pressure from sunlight. Therefore, IPD must be continu-

ously supplied to maintain the ZL brightness, and the spatial distribution of

IPD depends on the source of the particles. As shown in figure 1.2, there are

three main types of sources of IPD particles. The first is the Jupiter Familly

Comets, which are most abundant near the ecliptic plane and almost none

near the ecliptic pole (Liou et al., 1995; Nesvorný et al. , 2010). The second is

the asteroid-origin comet, which is present only at certain ecliptic latitudes

(Nesvorný et al. , 2003; Sykes et al., 1986). The third is the Oort Cloud

comet, which is caused by dust from the Oort Cloud and is isotropically dis-

tributed (Poppe , 2016). By combining these models of the dust distribution

for each source of IPD particles with the observed ZL brightness, we can

estimate the three-dimensional spatial distribution of IPD particles.
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Sun

Earth

Figure 1.2: Schematic image of distribution of IPD particles.

Estimating the brightness of the ZL is important not only for study-

ing IPD but also for the measurement of the extragalactic background light

(EBL), which is the integral of all photon intensities emitted and absorbed

from the birth of the universe to the present. The EBL measurement could

potentially constrain the model of primitive galaxies and black holes that

were born during the re-ionization of the universe. The EBL measurement

in the visible and near-infrared have been made by the Cosmic Infrared Back-

ground Experiment (CIBER; Matsuura et al., 2017), the Hubble Space Tele-

scope (HST; Carleton et al., 2022; Kawara et al., 2017), New Horizons (Lauer

et al. , 2022; Symons et al. , 2023), the Diffuse Infrared Background Ex-

periment on board the Cosmic Background Explorer (COBE/DIRBE, e.g.,

Dwek and Arendt, 1998), the Infrared Telescope in the Space (IRTS; Mat-

sumoto et al., 2015) and AKARI (Tsumura et al., 2013). Because models

and measurements of EBL have discrepancies (e.g. Kashlinsky et al. , 2018),

high accuracy of measurement of EBL is important. As shown in figure 1.3,

the brightness of the EBL is about 10 % of the ZL. Therefore, measuring ZL

with high precision helps to reduce the uncertainty of the EBL.
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Figure 1.3: Compilation of EBL and ZL intensity from UV to NIR. The black
line shows the ZL spectrum in the ecliptic plane (Kawara et al., 2017; Kelsall
et al., 1998; Matsuura et al., 2017). The color plots show the previous EBL
measurement, the orange plots are HST (Kawara et al., 2017), the red plots
are CIBER (Matsuura et al., 2017), the purple plot is New Horizons (Symons
et al. , 2023), and the greens are IRTS (Matsumoto et al., 2015). The color
regions are the range of our observations, the blue is night-sky observation
with the Hale telescope, and the oranges are the EBL measurement with the
Spitzer Space Telescope, which is the collaborative observation with Hale.

Our current best models of ZL brightness are constrained by DIRBE

and Far-Infrared Absolute Spectrometer (FIRAS) observations on board the

COBE. This model assumed three different spatial distributions of IPD par-

ticles, smooth cloud, dust bands, and circumsolar ring. However, current

studies have suggested other isotropically distributed IPD particles besides

these components (c.f. Sano et al., 2020). Therefore,various models fit to

the data have an uncertainty of more than 10% in fields with high ecliptic

latitude (Kelsall et al., 1998; Wright, 1998). In Appendix D, we describe the
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details of the Kelsall model which is the current best model of ZL brightness.

The uncertainty of the best model of ZL brightness greatly affects the

uncertainty of EBL measurements. Thus, we measured the ZL brightness

through night-sky observation. Since this method does not depend on the

ZL model, we can obtain the ZL brightness which does not include the un-

certainty of the model.

1.2 Night-Sky Observation

The night-sky brightness observed in the ground-based telescope consists of

five major components: atmospheric airglow (hereafter airglow), ZL, diffuse

Galactic light (DGL), integrated starlight (ISL), and EBL, shown as figure

1.4. For the broad-band photometry of the night-sky brightness in many pre-

vious studies, the separation of ZL from the other components contributing

to the night-sky brightness has been done by modeling the ZL distribution de-

pending on the ecliptic coordinates. However, the isotropic or quasi-isotropic

component of ZL (c.f. Sano et al., 2020) cannot be decomposed by such a

method. One of the promising methods to separate the entire ZL with no

model uncertainty is to observe Fraunhofer lines in the ZL spectrum, as was

done in Bernstein et al. (2002) and Brian (2007). The ZL brightness is

measured from the absorption depth of the Fraunhofer line assuming the

line-to-continuum ratio for the ZL spectrum is the same as that of the sun in

a narrow range around the spectral line with no effect of the broad spectral

feature of IPD. The Fraunhofer lines contribution from the ISL and DGL

are estimated from the stellar population distribution in the Galaxy. The

spectrum of the EBL of distant galaxies is assumed to be smooth because of

the superimpose of galaxies with various redshifts (Driver et al. , 2016).

Airglow ZL ISL DGL EBL

Night-sky light

Ground-based Telescope

Figure 1.4: Components of the night-sky brightness. The night-sky bright-
ness is composed of five major components for ground-based observation.
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In addition, the airglow has no Fraunhofer lines. Therefore, the airglow

spectrum does not affect the absorption intensity of the Fraunhofer lines in

the night-sky spectrum.

Fraunhofer lines
in the night-sky spectrum

Fraunhofer lines
in the ZL spectrum

Figure 1.5: Comparing the spectral shape of the night-sky component. The
spectral shape of the airglow is an example of this observation. The spectral
shape of the ZL is modeled by the solar spectrum (MODTRAN; Berk et
al., 2014, 2015). Since the spectral shapes of starlight and DGL are almost
identical, they are shown together in the same spectrum (Mattila et al., 2017).
The shape of EBL is assumed to be a constant value. We can estimate the
ZL brightness to compare the Fraunhofer lines in the night sky and the ZL
spectrum.
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1.3 Spitzer Space Telescope

The Fraunhofer line measurement of ZL was conducted in collaboration with

the EBL measurement by the Spitzer Space Telescope. Spitzer, which had

the Earth-trailing orbit and was located ∼ 1.7 AU from the Earth at the

time of the observation as shown in figure 1.6, was one of the few spacecraft

that could observe along a line of sight through the zodiacal cloud which did

not go through the Earth. It therefore allowed measurements of the zodiacal

dust which were not affected by potential local particle overdensities.

The days before the end of the Spitzer mission was the only time that

the project approved the use of the IRAC shutter which would enable a mea-

surement of the dark current and bias on the arrays. A dedicated program

was undertaken which allowed the measurement of the diffuse sky bright-

ness at 3600 nm and 4500 nm using the imaging capabilities of IRAC. The

observations were executed in the final week of the warm Spitzer observing

campaign, number 274 in week 948. The observations consisted of 122 As-

tronomical Observing Requests (AORs), spanning a range of ecliptic latitude

and longitude, within the Spitzer pointing constraints on those days (the red

arrows in figure 1.6).

However, the 3600 nm band has contributions from both the scattered

and thermal components of the zodiacal dust while the 4500 nm band is

dominated by the thermal component. By targeting the same fields in the

optical from a ground-based telescope at a time when the Earth is at the

location where Spitzer was when it executed the observations, one could

potentially obtain an independent measurement of the scattering component

which can then be separated from the 3600 nm measurements.
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~1.7 AU

The Spitzer location
at the EBL measurement

Observed fields 
with the Hale

The observed field
with the Spitzer

Figure 1.6: The region of observing field with the Spitzer. The blue arrows
show the observed field of Fraunhofer measurement with the Hale Telescope.

1.4 Outline of this thesis

This thesis is organized into 6 chapters. In chapter 2, we describe our spec-

tral observations of the night sky with the Hale telescope. In chapter 3, we

describe the primary analysis we performed to generate the spectra of the

night sky. The observed images are two-dimensional imaging data reflecting

the number of photons produced by the brightness of the night sky. There-

fore, we need to generate the spectrum of surface brightness from this image

data. In chapter 4, we describe the brightness of the ZL as measured by this

observation. The night-sky spectrum is composed of airglow, DGL, starlight,

and EBL other than the ZL. Therefore, we show in this chapter the method

by which we have separated them. In chapter 5 we discuss our results. A

summary of this thesis is given in chapter 6.
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Chapter 2

Observation

2.1 Instrument

We conducted spectroscopic observations of the night sky with the Hale tele-

scope at the Palomar Observatory. The Hale telescope is a visible light tele-

scope located on Palomar Mountain in California, USA, with an aperture of

5 meters (200 inches). Figure 2.1 shows the dome of the Hale telescope. The

Hale telescope is equipped with a double spectrograph (DBSP; Oke & Gunn

, 1982), which splits the light from celestial objects into short wavelength

(blue channel; 340 nm < λ < 550 nm) and long wavelength (red channel; 500

nm < λ < 1000 nm) components for simultaneous observations. Figure 2.2

shows the optical system of DBSP. Table 2.1 shows the DBSP setup used for

this observation.

Table 2.1: DBSP specifications and settings for this observation

Blue channel Red channel

Detectors CCD LBNL
Array size 460 × 2835 440 × 4141
Slit length 128” 128”
Slit width 1” 1”

Scale 0.389 arcsec/pixel 0.293 arcsec/pixel
Grating 600/4000 lines/mm 316/7500 lines/mm

Wavelength range 300 - 550nm 550 - 900nm
Wavelength dispersion 0.11 nm / pixel 0.15 nm / pixel

Wavelength resolution of FWHM 0.33 nm/pixel 0.44 nm/pixel

10



Figure 2.1: Nighttime long exposure of the Hale Telescope dome. Image
credit is the Palomar Observatory 1.

Slit

Dichroic
mirror

Red channel

Blue channel

to grating 

Filter

Collimator 
primary

Collimator 
secondary

Figure 2.2: The optics of DBSP from Figure1 in Oke & Gunn (1982).

1https://sites.astro.caltech.edu/palomar/about/telescopes/hale.html
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2.2 The night-sky observation

Our spectroscopic observations of the night sky were conducted on 2020

September 15-16. The individual fields were targeted because they were

also the targets of closed-shutter observations with the IRAC instrument of

the Spitzer Space Telescope towards the end of the mission in 2020 January

(Fazio et al., 2004).

Since Spitzer is in the Earth trailing orbit with pointing constraints that

are roughly 90 degrees away from the sun, the time of these Palomar obser-

vations was coordinated to trace roughly the same path through the zodiacal

cloud to get a handle on the dust column density. Figure 2.3 shows the ob-

served field plotted against the ZL intensity map by the Kelsall model based

on COBE/DIRBE data (Kelsall et al., 1998).

The choice of slits differed between the night sky and standard star ob-

servations. For the night sky, a slit with 1” × 128” field-of-view was used,

while for standard star observations, a slit with 10”× 128” field-of-view was

employed. We obtained 4, 6, and 5 exposures for WISE-J0301, NEP-1-1, and

other fields, respectively, where we integrated photons for 300 seconds per

exposure. The standard stars of our observation are WD1817+788 (here-

after WD1817) and SDSS J072752 (hereafter SDSS J0727), which are the

white dwarf stars used in Calamida et al. (2019). We obtained 5 exposures

for 1” × 128” and 6 exposures for 10” × 128” of WD1817. Additionally,

we obtained 5 exposures for 1” × 128” and 3 exposures for 10” × 128” of

SDSS J0727. The standard stars were observed before and after the night-

sky observations. We summarized the information of our observations in

table 2.2.
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Chapter 3

Data reductions

Wavelength directionSp
at

ia
l

Wavelength directionSp
at

ia
l

Figure 3.1: Observed raw images of the blue channel (top) and red channel
(bottom). The region enclosed by red lines represents the “observed region”,
while the area outside it is the masked region, referred to as the “overscan
region”. The horizontal direction corresponds to the wavelength direction,
covering a wavelength range from 300 nm to 550 nm at the blue channel and
from 500 nm to 10000 nm at the red channel. 1 pixel of wavelength direction
is the same as 0.11 nm at the blue channel and 0.15 nm at red channel. The
vertical direction represents the spatial direction, with a slit width of 128”.

The raw data observed by the Hale telescope is a two-dimensional image as

shown in figure 3.1. This data is divided into two regions: the “observation

region” (indicated by the red region in figure 3.1), which detects the signal

from the emission from the source, and the “overscan” region, which detects

instrument-derived signals such as bias currents and dark currents outside
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of the observation region. The vertical direction (spatial in figure 3.1) cor-

responds to the length of the slit, and the horizontal direction (wavelength

direction in figure 3.1) shows the wavelength dispersion.

Since the observed data cannot be handled as is, we created a spectrum

showing the surface brightness at each wavelength through the procedure

shown in figure 3.2. This section describes this procedure in detail.

Observed raw image

Bias and dark subtraction

Flat Correction

Dark frame

Flat frame

Creation of 1-D spectrum

Wavelength calibration

Flux calibration

The night-sky spectrum

Artificial sources

Standard star

Mean

2D-image × 5 
for each field

1-D profile × 5 
for each field

One 1-D profile
for each field

Figure 3.2: Outline of data reduction.
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3.1 Subtraction of bias and dark frame

The observed raw images contain signals from the night sky and signals from

bias current and dark current. Therefore, we performed three steps to remove

the signals from bias and dark current. First, the dark frames obtained with

each exposure time were averaged and we defined them as “superdark”. This
was done to reduce the noise of the dark frame itself. Next, we subtracted

the super dark frame from the observations with the same exposure time.

Finally, to subtract the bias, we subtracted the average value of the “overscan

region” in the dark-subtracted data from each pixel count in the observed

region. The uncertainty caused by this step is calculated by propagating

the standard error, which is the standard deviation divided by the number

of samples, of superdark frame and overscan region in dark-subtracted data

and this value is 0.001% of dark-subtracted data.

3.2 Flat fielding

The sensitivity of a detector varies depending on the position of the pixel

receiving the signal, and it is necessary to correct this in the observed data.

Therefore, we corrected the sensitivity variation through the following three

steps, using the observation data of a uniform light beam called a frat frame.

First, we normalized the data by their median value in each wavelength

direction in each flat frame. Second, we created an average flat frame, defined

as “superflat”, by averaging the flat frames with the same exposure time.

Finally, we divided the data with dark removal by the superflat. Figure 3.3

shows the observed data before and after flat correction. The indeterminacy

caused by this procedure was calculated by propagating the standard error

of the flat frame and the indeterminacy of the section 3.1, which was 0.01%

for the flat-corrected data.
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Subtracted bias/dark frame

Flat correction

Figure 3.3: Before and after flat correction at blue frame. The top shows
before flat correction (dark-subtracted data) and the bottom shows after.

3.3 Creation of one dimensional spectrum

The night-sky spectra extend over the field of view along the spatial direction

of the slit. We therefore generated spectra from the observed images using

the following procedure. First, since the Elon66Step17 and WISE-J0301

data contained a celestial source, we assumed a Gaussian distribution for its

spatial extent and masked the region within 5 times the standard deviation of

Gaussian. Next, we made spectra of observed signals per wavelength pixel for

each pixel row along the wavelength direction. Third, we averaged the spectra

of each spatial position at the same wavelength after wavelength calibration.

Finally, we averaged the spectra at the same field. The uncertainty due to

this step was computed by propagating the standard error for the average

signal in the spatial direction and the uncertainty in sections 3.1 and 3.2.

The value is 1.5% of the observed data.
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Before wavelength calibration

Creation of the spectrum 
at each spatial direction (spectrum of red
position as an example).

Averaged the spectra at the same
wavelength of each spatial direction.

Averaged the spectra at the same
wavelength of the same field data.

After wavelength calibration

1 image

All images
of each 
field

Figure 3.4: The outline of creation of one-dimensional spectrum. The exam-
ple data is Elon82Step6.
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3.4 Wavelength calibration

To perform the wavelength calibration, we observed artificial sources consist-

ing of Fe and Ar emission lines in the blue channel and He, Ne, and Ar in the

red channel. The line widths of the emission lines are 0.14 nm (1 Gaussian

sigma). To match wavelength pixels to wavelength, we identified 16 strong

emission lines in the artificial sources. We calculated the conversion factor

from wavelength pixel to wavelength with a linear function for each pixel row

of each spatial direction. In figure 3.5, we show an example of the conversion

factor of wavelength calibration. The R2 values inserted in the figure are the

coefficient of determination defined as the equation 3.1.

R2 = 1−

∑
i

(yi − fi)
2

∑
j

(yj − ȳ)2
(3.1)

where yi and yj mean the ith and jth values of the plotted data, ȳ means the

average value of y, and fi means the estimated ith value with linear fitting.

For standard stars, the conversion factor was calculated based on the same

region as the slit position where the standard star is observed. On the other

hand, since the night-sky light is detected over the entire slit, a conversion

factor was calculated for each spatial pixel.
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Figure 3.5: The conversion factor of wavelength calibration. Figure (a) shows
the blue channel and (b) shows the red channel. The linear function in
each figure is an equation that converts pixels in the wavelength direction to
wavelength. R2 is the coefficient of determination defined as equation 3.1.

22



3.5 Flux calibration

The observed spectra that created these steps are expressed in units of

electron s−1, which must be converted to the physical unitsnW m−2 sr−1. To

perform this, we generated the spectrum of SDSS J0727, which was observed

with that slit width is 10”. We assumed that the point-spread function (PSF)

of the stellar source follows a Gaussian distribution when the flat fielding was

already applied to the observed images. We summed up the signals within

a range of ±5 times the standard deviation in the spatial direction from the

center of the standard star to calculate the signal from the standard star

at each wavelength pixel. To select the signal from the standard star, we

subtracted the background signal from the summed-up signals of the stan-

dard star. The background signals were obtained by averaging the outside of

the standard star at each wavelength pixel and multiplying the pixel count

of the range of the standard star. We show observed and modeled spec-

tra of SDSS J0727 in figure 3.6 [The modeled spectrum is by Narayan et al.

(2019)]. With the spectrum obtained through this method, we calculated the

flux calibration factor C(λ), using the equation 3.2.

C(λ) =
F (λ)

S(λ)Ω100.4χτ(λ)
, (3.2)

where F (λ) is the modeled flux (Narayan et al., 2019) of standard stars in

units of nW m−2 nm−1, S(λ) is the total signal within the PSF of the observed

standard star in units of electron s−1, Ω is the solid angle in units of sr pix−1, χ

is the airmass value along the line of sight at this observation, and τ(λ) is the

atmospheric extinction curve in units of magnitude airmass−1 shown in figure

3.7 (a). We were unable to calculate the atmospheric extinction curve for

this observation due to thin clouds. Therefore, we used the Hayes & Latham

(1975) as the atmospheric extinction curve for the Palomar Observatory.

The standard star used to create the flux calibration factor is SDSS J0727

(see appendix A), and the slit width is 10”, which can detect more than

99% of the light of the standard star as shown figure 3.7 (b). Therefore,

no additional correction is required for slit loss. In figure 3.8, we show flux

calibration factors of red and blue channels. We converted photocurrent units

electron s−1 to nW m−2 sr−1 by multiplying the observed night-sky spectra

by C(λ). We show an example of the observed night-sky spectrum in figure

3.9.
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Figure 3.7: The information of calculation of conversion factor. (a) : Airmass
extinction curve of the Palomar Observatory (Hayes & Latham , 1975). (b) :
The ensquared energy of the standard star SDSSJ0727. The PSF of the star
was assumed to be a two-dimensional Gaussian. The position of the 10” slit
used in this observation is indicated by a dashed line.
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Chapter 4

Results

4.1 Creation of spectrum template

As shown in figure 3.9, the observed night-sky spectra are dominated by

atmospheric light above 450 nm. On the other hand, there are two valley

shapes around the Ca II λλ393.3, 396.8 nm absorption lines, which are strong

Fraunhofer lines (the orange lines in the zoomed image in figure 3.9). How-

ever, there are also airglow emission lines, N+
2 and O2, in the vicinity (the

green-dashed lines in the zoomed image in figure 3.9), and these compo-

nents may cause large uncertainty in the ZL continuum. Therefore, since

the night-sky brightness (λINS) is linear combination of airglow (λIAir), ZL

(λIZL), DGL (λIDGL), integrated starlight (ISL,λIISL) and other isotropic

components including EBL (λIRes) as in equation 4.1, we created a template

for each component.

λINS = λIAir + λIZL + λIDGL + λIISL + λIRes (4.1)

4.1.1 Airglow spectral template

The airglow spectra vary in intensity depending on the conditions of the

atmosphere of Earth, which in turn depend on the direction and time of

observation. Therefore, it is difficult to create an airglow spectrum for each

observed data. Where the modeled ZL brightness calculated by Kelsall et al.

(1998) and Kawara et al. (2017) align, we compare the observed data across

two different fields. The difference in the spectrum of these two fields is used

as a standard airglow spectral template. By taking the difference between
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the two observed fields, it is possible to remove the ZL, DGL, starlight, and

EBL components from the night-sky brightness. In addition, assuming that

the spectral shape of airglow is constant on average, the spectrum of the

difference is regarded as the airglow spectral template.

To derive the spectral template of the airglow, we chose the two fields

with similar brightness of the celestial emission components, mainly of the

ZL brightness. The ZL brightness at 400 nm was calculated by interpolating

the ZL brightness in the visible bands in Kawara et al. (2017) with the solar

spectrum and determining the absolute brightness with the Kelsall model

(Kelsall et al., 1998) using the Python library Zodipy (San et al., 2022), as

we show the black plots in figure 4.1. The selected fields for difference are the

high-brightness data indicated by the green circle and the low-brightness data

indicated by the three red circles in figure 4.1. The model ZL brightness in the

selected fields are in agreement within 10 nWm−2 sr−1, and the differences

of 500 nW m−2 sr−1 between the fields are certainly due to the airglow. The

spectral template of the airglow shown in figure 4.2 was obtained by averaging

the brightness differences. This spectral template has the same spectral

feature of Broadfoot and Kendall (1968) and Krassovsky et al. (1962).
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Figure 4.1: Time variation of observed night-sky (color plots) and ZL bright-
ness expected from the Kelsall model (black plot). The night-sky brightness
is the average brightness from 400 nm to 403 nm. Airglow template was
obtained by subtracting the averaged spectrum in the red circles from that
in the green circle, at each wavelength.
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Figure 4.2: The airglow spectral template. we also show the spectrum
zoomed around 400 nm at the right-top side. The calculation method of
this template is shown in section 4.1.1.

4.1.2 ZL template spectrum

Although the ZL spectrum is redder than the solar spectrum due to the

optical properties of IPD (Leinert et al., 1998), the ZL spectrum can be

assumed to be identical to the solar spectrum in a narrow spectral range

around the Fraunhofer line. The solar spectrum used in this study was

calculated using MODTRAN (Berk et al., 2014, 2015).
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Figure 4.3: The ZL spectral template calculated by MODTRAN. The insert
figure shows around Ca II λλ 393.3, 396.8 nm. The spectral shape is the same
as the solar spectrum.

4.1.3 DGL template spectrum

The DGL brightness, which is starlight scattered by interstellar dust, is cor-

related with far-infrared emission, which is the thermal radiation from the

interstellar dust (e.g. Onishi et al., 2018). Therefore, we calculated the DGL

brightness (IDGL) in each field based on the SFD 100 µm intensity (I100µm,

Schlegel et al., 1998), we show an example in figure 4.4 (a) and all fields in

figure G.2 in appendix G, with the linear correlation as

λIDGL = aI100µm, (4.2)

We adopted the correlation coefficient a from Kawara et al. (2017) and

the spectral shape of the DGL was taken from Mattila et al. (2017). The

ratio of DGL and I100µm spectrum is shown in figure 4.4 (b). The DGL

brightness at 400 nm calculated by this method is shown in table 4.1. The
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uncertainty of the DGL brightness is calculated by propagating the difference

between SFD 100 µm intensity (Schlegel et al., 1998) which we employed and

IRIS 100 µm intensity (Miville-Deschênes & Lagache , 2005) and the error of

correlation coefficient a from Kawara et al. (2017). We show the uncertainty

of the DGL brightness in “Uncertainty” of table 4.1.

Table 4.1: The DGL brightness at 400 nm.

Field DGL λ =400 nm Uncertainty
units : nW m−2 sr−1

WISE-J0301 47.9 10.1
Elon66Step17 196.9 14.4
Elon66Step28 280.8 19.0
Elon66Step29 299.4 36.8
Elon66Step30 319.2 36.6
Elon82Step6 196.3 11.4
Elon82Step7 266.0 9.8
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4.1.4 Integrated starlight

The bright stars are masked out from the observed images to measure the

diffuse sky brightness. The ISL, which is the integrated light of stars fainter

than the detection limit, should be subtracted as the diffuse light from the

observed night-sky brightness. We calculated the ISL brightness for stars

with the magnitude ranging from the magnitude cut, corresponding to the

detection limit, down to 30 ABmag at the optical wavelength using TRILE-

GAL(Girardi et al., 2005; Girardi and Marigo, 2007; Girardi et al., 2012;

Groenewegen et al., 2002; Vanhollebeke et al., 2009), which provides the

simulated star catalog towards the specified fields.

TRILEGAL is a tool that can simulate the number of stars in the Galaxy

and the spectrum of each star. The tool can simulate the amount of in-

terstellar dust in the Galaxy, the fraction of binary stars, the position of

the Sun, and the shape of the Galaxy (disk, halo, and bulge). The simu-

lations are consistent with the 2MASS catalog and can be applied to deep

(16 < R < 23mag) simulations such as the Chandra Deep Field South data

and shallow (V < 8mag) Hipparcos data (Girardi et al., 2005). However,

there are large errors in the direction of the Galactic center, Galactic plane,

and South Galactic latitude(Girardi et al., 2005).
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・Field position (Ra, Dec)
・Filter band and limiting magnitude
・Extinction by interstellar dust
・Star parameter (Initial mass function, binary star ratio)
・Galaxy parameters (Bulge, Halo, Disk parameters)

Input

・A series of population and physical parameters of the stars
・The apparent photometry in the selected system.

Output

TRELEGAL

Figure 4.5: Outline of TRILEGAL

The HST bands were close to the observed wavelengths among the avail-

able wavelengths for TRILEGAL. Therefore, as substitutes for wavelengths

observed in this study, we calculated the ISL brightness with HST/F390W

(λ = 392.4 nm) and HST/F410M (λ = 410.9 nm). The area of this simula-

tion is 0.5 deg2, which is different from the area of the observed fields in this

observation. Therefore, the expected star count per each magnitude E(m)

entering the slit was calculated by equation 4.3 for this observation.

E(m) =
n(m)

0.5
ΩSlit. (4.3)

n(m) is the number of stars per magnitude in 0.5 deg2 obtained in this simu-

lation, ΩSlit = 128”× 1” is the solid angle of the slit used in this observation.

Figure 4.6 shows an example of the expected star count per each magnitude

obtained by this method (the results in all fields are shown in figure G.3 in

37



appendix G).

We performed this simulation ten times for each field with the detection

limit of 26 ABmag at 400 nm, which corresponds to the standard deviation of

the night-sky signal. As shown in figure 4.7, the calculated brightness of the

ISL is less than 0.05 nWm−2 sr−1 and significantly fainter than the night-sky

brightness.
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Figure 4.6: Expected value of star count at each magnitude with this ob-
servation calculated by equation 4.3. The blue and orange plots show the
results of HST/F390W and HST/F410M which we substitute for wavelengths
observed in this study.
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Figure 4.7: The estimated ISL brightness. Blue plots represent the results
from HST/WCS3 F390W and orange plots are from F410M.

4.2 Results of the spectral fitting.

4.2.1 Results of the spectral fitting.

Using the templates for each component described in section 4.1, the ob-

served data were fitted by equation 4.1 with chi-square analysis. The airglow

and the ZL components are constant multiples of their template spectra.

In addition, other isotropic components including EBL were assumed to be

constant because the wavelength range is narrow and the influence of wave-

length dependence of EBL is 0.48 nW m−2 sr−1 which is the below 0.1% of

night-sky brightness. This component also includes a constant component of

atmospheric radiation that was removed when the airglow spectral template

was created.
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The wavelength range for the fitting was from 385 nm to 420 nm. An

example of the fitting results is shown in figure 4.8. We show all the fitting

results in appendix G.
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Figure 4.8: (Top): Fitting of observation data. We show Elon82Step6 as an
example. The blue line shows the observed night-sky spectrum, the green
dashed line shows airglow, the orange line shows the ZL, the red dash-dot line
shows the DGL, the purple dotted line shows the other isotropic component
with offset, and the black line shows the best-fitted spectrum. (Bottom): The
residual value (NS minus Fitting in the top figure). The black line shows the
difference and the blue area shows the error in the observed spectrum.

The spectral line at 405 nm is not fitted well, because it shows the time

variation different from the continuum. However, the observed spectrum and

the model are consistent within the error range near the Fraunhofer line (see

bottom figure in figure 4.8) and are not affected by the emission lines around
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the Fraunhofer line.

The reduced chi-square χ2
ν/ν for the fitting including this emission line

calculated by equation 4.4 is lower than 1.5 for all fields as summarized in

table 4.2. Therefore, this fitting is accurate enough to explain the observed

data.

χ2
ν/ν =

1

ν

∑
i

(
yi − fi
σi

)2

; (4.4)

where yi and fi are the ith observed and modeled value, σi is the ith error

attached yi, and ν is the degree of free defined as the number of samples

minus the number of parameters.

4.2.2 Estimation of the ZL brightness and comparing the modeled

ZL brightness

Based on the ZL spectrum obtained by section 4.2.1, a linear fitting was

performed for 399 nm to 401 nm, where the wavelength width is narrow and

the spectral shape can be assumed to be a linear function of wavelength. The

results of the ZL brightness at 400 nm based on the linear fitting are shown

in figure 4.9 and table 4.2. The uncertainty of the ZL brightness by fitting

(σfit, shown in Err1 of Table 4.3) was obtained by propagating the scaling

factor of the solar spectrum and the fitting error for continuum. The result is

compared to the with the model calculations same as figure 4.1. The observed

ZL brightness is similar to the model calculations except for the Elon66tep7,

which shows a large difference exceeding the error bar. Possible reasons for

the difference are discussed in section 5.
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Figure 4.9: The ZL brightness at 400 nm. Color triangle plots are observed
results and the error bar attached to each data is the total statics uncertainty
in Err4 of table 4.3. Black circle plots are the modeled ZL brightness (Kawara
et al., 2017; Kelsall et al., 1998). The fields indicated on the horizontal axis
are arranged in chronological order of observation time.
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Table 4.2: Fitting result at 400nm.

Field Airglow ZL Difference(6)reduced chi-square
unit : nW m−2 sr−1

WISE-J0301 1773.9 441.6 20.9 0.69
Elon66Step17 1212.5 395.6 -148.1 0.98
Elon66Step28 1028.7 352.8 -42.0 1.32
Elon66Step29 950.9 403.1 12.3 1.27
Elon66Step30 885.5 442.3 56.0 1.44
Elon82Step6 1019.7 528.1 -6.3 1.29
Elon82Step7 1003.7 607.8 79.7 1.23
(6) The observed ZL brightness(color circle plots in figure 4.9) mi-
nus the modeled ZL brightness(black plots)

4.3 Uncertainty of the ZL brightness

4.3.1 Uncertainty from the wavelength range of fitting.

The derived ZL brightness depends on the wavelength range for the fitting

by equation 4.1 as shown in figure 4.10. While the minimum wavelength was

fixed to 385 nm, the maximum one was changed to see the dependence (the

results for the observed fields are shown in appendix G). The figure shows

that for λ < 415 nm, the observed ZL brightness has a large variation with

the maximum wavelength. On the other hand, in the range from 415 nm to

435 nm, the estimated ZL brightness is stable within 10% and we defined the

uncertainty from the variation of wavelength range (see Err2 in table 4.3).

In addition, based on this result, we chose 420 nm as a fiducial value of the

maximum wavelength in our fitting.
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Figure 4.10: An example of the variation of the ZL brightness for dif-
ferent maximum wavelengths used to derive ZL brightness. The field is
Elon82Step6. The horizontal axis is the end of the fitting wavelength. Error
bars (blue region) are values estimated by the standard error produced by
each fitting.

4.3.2 Uncertainty from the airglow spectral template.

The airglow spectral template Mλ,Air is obtained by differing the observed

data. Therefore, the error of the airglow spectral template as a function of the

wavelength(δAir,λ) is obtained by propagating the error of each data. Hence,

to account for these factors, we conducted a Monte Carlo simulation where

we randomly varied the airglow spectral template according to equation 4.5.

M ′
λ,Air = Mλ,Air + δλ,AirRλ (4.5)

The parameters of the equation 4.5 are as follows. M ′
λ,Air is the airglow

spectral template after the variation and Rλ is a random number generated

for each wavelength following Gaussian distribution with a mean of 0 and a

standard deviation of 1.0. Based on this, we calculated 200 sets of M ′
λ,Air such
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that they fall within the range of Mλ,Air ± δλ,Air with a 95% confidence level.

For each realization of the simulation, we employed the same method as in

section 4.2.1 to derive the observed ZL spectrum. We show an example of the

resulting histogram in figure 4.11 (in figure G.6 in appendix G, we show all

results of this analysis). The uncertainty of the ZL brightness is derived from

the standard error of the histogram. As a result, the uncertainty introduced

by the airglow spectral template is about 1.5 nW m−2 sr−1 (see Err3 in table

4.3).
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Figure 4.11: An example of the resultant of the Monte-Carlo simulation
to indicate the uncertainty of the ZL brightness at 400 nm. The field is
Elon82Step6. The histogram represents variations in ZL brightness (200
samples for each field) obtained by altering equation 4.5 within the airglow
spectral template. The result of all fields is shown in figure G.6.

As a result of these evaluations, the total statistical error (σstat) of the
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ZL brightness is determined as

σstat =
√
σ2
fit + σ2

wv + σ2
airglow, (4.6)

where σfit is the fitting error, σwv is the error from the wavelength range for

the fitting in section 4.3.1, and σairglow is the error from the airglow spectral

template. The resultant uncertainties of the ZL brightness are shown in the

Err4 column of table 4.3

4.3.3 Uncertainty from the DGL brightness.

We estimate the uncertainty in the ZL brightness from the multicomponent

fit for the upper and lower bounds of the uncertainty in the DGL brightness

shown in table 4.1. The results are shown in the Err5 column of table 4.3.

The uncertainty in the ZL brightness from the EBL uncertainty is already

taken into account as an offset component in the multicomponent fit.

Table 4.3: Uncertainty of the observed ZL brightness.

Field Err1(7) Err2(8) Err3(9) Err4(10) Err5 (11)

unit : nW m−2 sr−1

WISE-J0301 ± 37.4 ± 25.2 ± 4.6 ± 45.3 +4.5/-4.5
Elon66Step17 ± 30.4 ± 11.3 ± 3.1 ± 32.6 +3.9/4.0
Elon66Step28 ± 30.4 ± 12.1 ± 2.7 ± 32.8 +3.9/-4.9
Elon66Step29 ± 32.8 ± 15.3 ± 2.5 ± 36.3 +12.6/-12.5
Elon66Step30 ± 33.5 ± 14.5 ± 2.3 ± 36.5 +10.6/-16.1
Elon82Step6 ± 36.4 ± 33.2 ± 2.7 ± 49.3 +2.5/-2.5
Elon82Step7 ± 37.0 ± 35.0 ± 2.7 ± 51.0 +0.2/-0.2
(7) Fitting error
(8) Uncertainty from wavelength range (see section 4.3.1)
(9) Uncertainty from airglow template error (see section 4.3.2)
(10) Total statistical error calculated by equation 4.6
(11) Uncertainty from the DGL brightness (see section 4.3.3).
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4.4 Separation of the airglow and ZL
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Figure 4.12: The time variation of airmass in this observation as shown in
table 2.2. As the observation time progresses and becomes later, it is no-
ticeable that the airmass values increase, indicating a significant correlation
between observation time and airmass in this observation.

The airglow spectrum and intensity may vary with the local time of the ob-

servations and airmass of the line of sight, so we were careful to ensure we

successfully separated the airglow component from other components. In

figure 4.12, we showed the airmass as a function of local time during the

observations. To assess whether we have successfully removed the airglow

component from the current observation data, we compared the fitted air-

glow and ZL brightness with the observational conditions. The results are

presented in figure 4.13. In figure 4.13 (a), the brightness of both airglow and

ZL is shown with respect to observation time. It is evident that the airglow

becomes dimmer as time while ZL shows no dependence on the time. In fig-

ure 4.13 (b), the airglow and the ZL brightness are plotted against airmass.

The airglow becomes brighter as airmass increases, while ZL brightness does

47



not exhibit a similar trend. Thus we conclude the airglow and ZL are clearly

separated and that the ZL measurements are not significantly affected by the

airglow.
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Figure 4.13: The dependency of the resultant brightness on observational
conditions. The filled circle with the error bar indicates airglow, the open
triangle indicates ZL brightness and the black circle indicates the modeled
ZL brightness (Kelsall et al., 1998) and (Kawara et al., 2017). Error bars on
each plot are total statistical error shown in Err4 of table 4.3 . Observation
time and airmass are shown in table 2.2
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Chapter 5

Discussion

5.1 Difference of observed and modeled ZL

brightness

The observed ZL brightness at Elon66Step17 is dimmer than the prediction

from the modeled ZL brightness by Kelsall et al. (1998) and Kawara et al.

(2017). We considered three possible causes for the discrepancy. Figure 4.13

shows the time variation and airmass dependence of the airglow brightness

during the observations. It is apparent that the airglow brightness in the

Elon66Step7 field does not deviate from the time and airmass correlations

of the other fields. Therefore, the overestimate of the airglow is not plau-

sible as the cause. In addition, the uncertainty of the DGL brightness in

Elon66Step17 is 14.4 nW m−2 sr−1 (see table 4.1). Therefore, the difference

in the observed and modeled ZL brightness cannot be explained by the un-

certainty of DGL. The nature of IPD may be the cause of the discrepancy.

Figure 5.1 shows the dependence of the observed data on ecliptic longitude

(a) and solar elongation (b). The ZL distribution at 400 nm is possibly dif-

ferent from that at 1250 nm, at which the ZL model is constructed, due to

the light scattering properties of IPD such as albedo and phase function. In

general, the solar-elongation dependence of the ZL is similar to the scattering

phase function, while the ecliptic latitude dependence strongly reflects the

distribution of IPD, because the ZL brightness is dominated by IPD near the

earth. Thus, there exists the spatial variation of the albedo or/and the phase

function of IPD so that the scattered light is enhanced on the ecliptic plane

only, that can be the cause of the discrepancy between the observed data
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and the model at the ecliptic latitude of zero as seen in figure 5.1(a) and the

extraordinary solar-elongation dependence in figure 5.1(b). Previous studies

have suggested the existence of the spatial variation of the dust property due

to different origins of IPD in between the high latitude regions and on the

ecliptic plane (Takahashi et al., 2019).
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Figure 5.1: The observed ZL brightness for the observed direction, showing
the dependence on ecliptic latitude (a) and solar elongation (b). The color of
the plots is the same as in figure 4.9. Ecliptic latitude and solar elongation
are shown in table 2.2
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5.2 Future work

Through this study, we were able to separate the ZL brightness from the

shape of the Fraunhofer lines in the night sky spectrum with an accuracy

that agrees within the error range with the modeled ZL brightness estimated

by Kelsall et al. (1998) and Kawara et al. (2017). However, the uncertainty

of the observed ZL brightness in this study is 20%. In order to eliminate

this uncertainty, it is necessary to conduct long-time observations of specific

fields. This is expected to enable us to extract the ZL component with high

accuracy by capturing the variation in the spectral shape of airglow with

time and airmass.

When we observe the ZL brightness in space, we can ignore the effects

of the airglow. However, high wavelength resolution and sensitivity are re-

quired for the spectroscopy of Fraunhofer absorption lines. Therefore, we

expect future observations with telescopes that can achieve both in space

(e.g. imaging Fourier spectrographs).

This observation is a joint observation with the EBL observation by the

Spitzer Space Telescope. Therefore, we can estimate the EBL by measuring

the brightness of the ZL in the Spitzer/IRAC wavelength bands at 3600 nm

and 4500 nm, and subtracting the ZL from the observed data.
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Chapter 6

Summary

We conducted spectroscopic night-sky observations towards low-ecliptic lati-

tude fields with a high-resolution to resolve the Fraunhofer absorption lines of

ZL in the visible wavelength region, in order to measure the absolute bright-

ness of ZL from the line depth assuming the ZL spectrum is identical to the

solar spectrum in a narrow wavelength range around the spectral lines. The

observed night-sky spectra above 450 nm were mostly composed of airglow,

but there were shapes of absorption lines around 400 nm. As a result of

the data fitting with the spectral templates as the multi-component emission

models of the airglow, ZL, DGL, ISL, and other isotropic components includ-

ing the EBL, we could clearly separate the ZL component measure the depth

of the CaIIλλ 393.3, 396.8 nm lines at 400 nm in the night-sky spectra in all

fields. The uncertainty of the observed ZL brightness of approximately 20%

arises mainly from the template error and the time variation of the airglow.

Observed ZL brightness in most of the observed fields is consistent with the

modeled ZL brightness calculated by combining the most conventional ZL

model at 1250 nm based on the DIRBE and the observational ZL template

spectrum based on the HST. The obtained ZL brightness towards the ecliptic

plane is significantly dimmer than the model calculation, and we discussed

the discrepancy in terms of the optical properties of IPD in the dust plane.
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Appendix A

Removal of observation data

affected by thin clouds

Figure A.1 shows the flux calibration factors obtained from the observations

of two standard stars, SDSS J0727 and WD1817 (modeled spectrum is by

Accetta et al., 2022). The former is about two times larger than the latter

in the flux calibration factor, though the weather conditions during the ob-

servations for both stars looked similar to each other. For the cause of the

discrepancy, we infer that for the WD1817 observation a small thin cloud,

which could not be recognized in the observation, might be located in the

field of view and the star flux was largely depleted by the water extinction.

In fact, there are deeper features of water absorption lines in WD1817 than

in SDSS J0727 as shown in figure A.2. Thus we decided to use SDSS J0727

only as the standard for the flux calibration as described in section 3.5.
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Figure A.1: Comparing flux calibration factor. (a) shows the blue channel
and (b) is the red channel. Blue lines are from SDSS J0727, Oranges are from
WD1817.
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Figure A.2: Scaling spectra near water absorption line. The black solid line
shows the background spectrum of SDSS J0727. The dashed shows WD1817.
Green regions are the wavelength of water absorption lines.
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Figure A.3: The water absorption ratio for the background of SDSS J0727.
The horizontal axis represents the observations arranged in chronological
order, and the values for WD1817 and SDSS J0727 are derived from the
background of the standard star. The vertical axis represents the relative
absorption amount with respect to SDSS J0727 at each wavelength (blue:
λ = 670 nm, orange: λ = 700 nm).

Since the water absorption might also affect the night-sky spectra, we

inspected the night-sky spectra of the red channel for all observations. As-

suming the sky background of SDSS J0727 is not affected by the water ab-

sorption either, we calculated the ratios of the night-sky spectra, which are

normalized from 500 nm to 600 nm with no water absorption, with respect to

the sky background of SDSS J0727 at around 670 nm and 700 nm where the

water absorption lines exist, as shown in figure A.3. As a result, we could

remove the observed data before WISE-J03001 from the astronomical analy-

sis due to infer that atmospheric conditions change between Elon295Step26

and WISE-J0301.
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Appendix B

Another method of estimating

ZL brightness

An example of measuring the ZL from night-sky spectra was conducted at

the Boller & Chivens Spectrograph on the du Pont 2.5 m Telescope at the

Las Campanas Observatory in Chili (Bernstein et al., 2002). This work used

the fact that the airglow and ZL spectra do not correlate as a method to

distinguish between airglow and ZL spectra in the night sky. Therefore, we

used the same method to estimate the brightness of the ZL for the present

observations and compared it with the results of section 4.2.2. The method is

as follows. First, DGL (λIDGL) is subtracted from the spectrum of the night

sky (λINS). Next, we subtracted the DGL-subtracted spectrum (λINS −
λIDGL) and the template of the ZL spectrum λMZL multiplied by a constant

value b and defined that spectrum as λIAtm. Finally, we measured the ZL

brightness at 400 nm where the correlation coefficient between λIAtm and

bλMZL equals 0 with varying the constant value b.

We show an example of the correlation coefficient for each ZL brightness

bλMZL in figure B.1 and the result of this method in table B.1 (total figure

of this analysis shows figure G.7 in appendix G). This figure shows that the

difference between this method and the present observation is about a factor

of 3. This is because the correlation coefficient between atmospheric light and

ZL spectra, which affected the present observation, is 0.6, which is different

from the environment observed by Bernstein et al. (2002). For this reason,

this method was not employed in this analysis.
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Figure B.1: The ZL brightness of Bernstein et al. (2002) method. The
blue line shows the correlation coefficient at each ZL brightness at 400 nm
(bλMZL). The solid means the result of ZL brightness at correlate coefficient
= 0. The dashed line means our result (figure 4.9)

Table B.1: ZL brightness of Bernstein et al. (2002).

Field ZL brightness of this method this method / our redsult
nW m−2 nm−1

WISE-J0301 2020.7 4.58
Elon66Step17 1474.9 3.73
Elon66Step28 1268.6 3.60
Elon66Step29 1249.7 3.10
Elon66Step30 1230.6 2.78
Elon82Step6 1435.8 2.72
Elon82Step7 1501.2 2.47

63



　　　　　　　



Appendix C

Other creation methods of

airglow spectral template

In this study, the difference between Elon66Step28, 29, and 30 from WISE-

J0301 was used as the template for airglow. However, according to Figure4.1,

the modeled ZL brightness is 10% identical between Elon82Step6 and 7 and

Elon66Step17. Therefore, the spectral shape was compared with the air-

glow spectral template used in this study by taking the difference between

the following three patterns; Elon82Step7 minus Elon82Step6, Elon82Step6

minus Elon66Step17, and Elon82Step7 minus Elon66Step17. The spectral

shape was compared with the airglow spectral template used in this study.

As shown in figure C.1, all of these patterns cannot be used because of the

badness of their signal-to-noise ratios (S/N).
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Appendix D

Kelsall model

In this thesis, we adopted the Kelsall model (Kelsall et al., 1998) as a typ-

ical model of ZL brightness. The Kelsall model parameterizes the physical

properties of IPD particles based on DIRBE observations.

The ZL brightness IZL,λ(p, t) observed at wavelength λ for observed di-

rection p at the time t is calculated by the integral along the line of sight of

scattered and thermal emission contribution and summed over each density

component c:

IZL,λ(p, t) =
∑
c

∫
nc(X,Y, Z)[Ac,λF

⊙
λ Φλ(Θ)

+(1− Ac,λ)Ec,λBλ(T )Kλ(T )]ds, (D.1)

where nc(X,Y, Z) is the three-dimensional density at the position (X,Y, Z)

for each of the components, Ac,λ is the albedo for component c at wavelength

λ, F⊙
λ is the solar flux, Φλ(Θ) is the phase function at scattering angle Θ,

Ec,λ is an emissivity modification factor that measures deviations from the

blackbody thermal radiance function Bλ(T ), and Kλ(T ) is the DIRBE color-

correction factor appropriate for Bλ(T ). The dust grain temperature T is

assumed to vary with distance from the Sun as T (R) = T0R
−δ. The derived

model value of δ = 0.467 is very close to the theoretical value of 0.5 for large

gray grains in radiative equilibrium.

The Kelsall model assumes that the density components c consist of three

components: smooth cloud, dust bands, and circumsolar ring. The smooth

cloud is the origin of Jupiter’s family comets (JFCs), short-period comets

from the Edgeworth-Kuiper belt. The dust bands and circumsolar ring are

the origin of asteroids and the ring-shaped components in the orbit of Earth.
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In Figure D.1, we show the density distribution of each component c.

The center of the smooth cloud was allowed to be offset from the Sun by

(X0, Y0, Z0), so that the cloud coordinates were translated as follows:

X ′ = X −X0,

Y ′ = Y − Y0,

Z ′ = Z − Z0,

Rc =
√
X ′2 + Y ′2 + Z ′2.

The symmetry plane of the smooth cloud was also allowed to be tilted

with respect to the ecliptic plane, so that the vertical structure is dictated

by the height above the tilted midplane;

Zc = X ′ sinΩ sin i− Y ′ cosΩ sin i+ Z ′ cos i, (D.2)

where i and Ω are the inclination and ascending node of the midplane, re-

spectively. The density of the smooth cloud was presumed to be of a form

that is separable into radial and vertical terms:

nc(X
′, Y ′, Zc) = n0R

−α
c f(|Zc/Rc|), (D.3)

where n0 is the IPD density at R = 1 AU, α is the radial power-law index

motivated by the radial distribution under the Poynting-Robertson effect,

f(|Zc/Rc|) is the vertical distribution and written in a form representing a

widened, modified fan model:

f(|Zc/Rc|) = e−βgγ (D.4)

where

g =

{
(Zc/Rc)

2/2µ (|Zc/Rc| < µ)

|Zc/Rc| − µ/2 (|Zc/Rc| ≥ µ)
(D.5)

and β, γ and µ are free parameters.

The density of the dust band consists of three components; Themis and

Koronis families (±1◦.4)、the Eos asteroid family (±10◦)、Maria/Io family

(±15◦). All band pairs were centered on the Sun, but were allowed to be

inclined with respect to the ecliptic plane. A transformation with equation

D.2 was used to define the vertical distance from the midplane of band pair

i, ZBi.
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nB,i =
3n3Bi

R
exp

[
−

( |ZB,i/Rc|
δζB,i

)6
][
vB,i +

( |ZB,i/Rc

δζB,i

)pB,i
]

×
{
1− exp

[
−

(
R

δRB,i

)20]}
, (D.6)

where n3Bi is the density at 3 AU of band i, δζB,i
, vB,i, and pB,i are adjustable

shape parameters, and δRB,i
determines the distance to which band imigrates

in toward the Sun.

The circumsolar ring is the dust component bound by the gravity of the

Earth to resonant orbits near 1 AU. The circumsolar ring consists of the ring

component and trailing blob. This component is allowed to be inclined with

respect to the ecliptic plane; the vertical distance above the ring midplane is

denoted by ZR and is computed using equation D.2. The three-dimensional

ring dust density distribution is modeled as

nR(X,Y, Z) = nSR exp

[
− (R−RSR)

2

2σ2
rSR

− |ZR|
σrSR

]

+nTB exp

[
− (R−RTB)

2

2σ2
rTB

− |ZR|
σzTB

− (θ − θTB)
2

2σθTB

]
, (D.7)

where the subscript SR stands for the circumsolar ring and TB stands for the

trailing blob. The σ values are free parameters for scale lengths in the R,ZR,

and θ coordinates. Also free are the radial locations of the peak density of

the ring RSR and blob RTB and the peak densities nSR and nTB.

See Kelsall et al. (1998) for more details and the value of the observed

parameters.
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Appendix E

The validity of airglow spectral

template

In this section, we compare our airglow spectral template (figure 4.2) and the

previous research (figure E.2 and E.1, Krassovsky et al. , 1962 and Broadfoot

and Kendall , 1968) to check that our template is correct.

Comparing figure E.1 and figure 4.2, we see that we agree on the con-

tinuum having a peak around 450 nm. In addition, comparing figure E.2

and figure 4.2, the emission line profiles around Ca II λλ 393.3, 396.8 nm and

the strong emission line (Hg) at 430 nm are consistent. The airglow spectral

template adopted in this study has the characteristics of both Krassovsky et

al. (1962) and Broadfoot and Kendall (1968).
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Appendix F

Fitting argolitm

We used the non-linear least squares as a method for fitting the measured

data with a non-linear function. This method cannot estimate the best-fitted

parameter analytically as opposed to linear least squares. Therefore, there is

the iterative method as a method of estimation of the best-fitted parameters.

The iterative method follows the following steps;

• Step0 : Input the matrix of initial parameters,

• Step1 : Calculate the reduced chi-square,

• Step2 : Update the matrix of parameters followed by the recurrence

relation,

• Step3 : Return to Step1 if the calculated reduced-chi square is large.

In this study, we adopt the Levenberg-Marquardt algorithm in the itera-

tive method. This algorithm is the method that combines the Gauss-Newton

algorithm and gradient descent. In this chapter, we describe the Levenberg-

Marquardt algorithm after the Gauss-Newton algorithm and gradient de-

scent. In addition, we define that (x,y) is them-dataset, f(x,β) is the fitting

function with the parameter matrix β, and the residual is r = y − f(x,β)

in this chapter.

F.1 Gauss-Newton algoritm

Gauss-Newton algorithm is the one method to solve the non-linear least

squares. The algorithm finds the parameter for which the sum of squares
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of the residuals (S, written in equation F.1) is the smallest (theoretically 0)

with equation F.2.

S(β) =
m∑
i=1

r2(β), (F.1)

βk+1 = βk + (JTJ)−1JTr, (F.2)

where J is the jacobian of r. This method is fast in computation but has

the disadvantage of failing to converge if the initial parameters βk=0 are far

from the true parameters.

F.2 Gradient descent

The gradient descent is the method to find the parameter matrix when the

residual r(β) is the smallest using the gradient of the r. The recurrence

relation is equation F.3;

βk+1 = βk − α∇r, (F.3)

where α means the small-positive value. This algorithm is simple, but it has

the possibility of diverging in the middle of the calculation.

F.3 Levenberg-Marquardt algorithm

Levenberg-Marquardt algorithm behaves like the Gauss-Newton algorithm

when the parameter matrix is near the true, and the gradient descent when

the parameter matrix is bad. The recurrence relation is equation F.4;

βk+1 = βk + (JTJ + λkI)
−1JTr, (F.4)

where λk is the small-positive value, I is the identity matrix.

See Björck (1996) (Gauss-Newton algorithm), Boyd&Vandenberghe (2004)

(Gradient descent), Levenberg (1944) and Marquardt (1963) (Levenberg-

Marquardt algorithm) for the proof and details.
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Appendix G

Extra figure

In this chapter, we show figures that we could not include in the text. Figure

G.1 is the spectrum of the night sky observed at night. Figure G.2 shows the

number of stars that enter the slit in each observation. Figure G.3 shows the

number of stars entering the slit for each observation. Figure G.5 shows the

ZL brightness for different wavelength ranges during the fitting. Figure G.6

is the ZL brightness (200 steps) when the airglow spectral template is varied

using a Monte Carlo simulation. Figure G.7 is the ZL brightness obtained

by the method of Bernstein et al. (2002).
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Figure G.1: Observed night-sky spectra. The blue shows the blue channel
and red shows the red channel of DBSP. The zoomed figure shows around
400 nm, which exist the deepest Fraunhofer lines CaIIλλ393.3 396.8 nm.
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Figure G.1: Cotinue.
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Figure G.2: All images of 100 µm intensity by Schlegel et al. (1998).
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Figure G.3: All images of the expected star count within the observed slit
area. The blue line of each image shows the result estimated by F390W and
the orange shows F410M.
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Figure G.4: Continue.
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Figure G.5: Variation of the ZL brightness at 400 nm for different fitting
wavelengths. The horizontal axis is the end of the fitting wavelength. The
colors of the figure are the same as in figure 4.10.
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Mattila. K., Väisänen, P., Lehtinen. K., von Appen-Schnur, G.& Leinert.

Ch., 2017, “Extragalactic background light: a measurement at 400 nm

using dark cloud shadow - II. Spectroscopic separation of the dark cloud’s

light, and results”, MNRAS, 470, 2152-2169

93
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