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1 INTRODUCTION

1 Introduction

Dunkl theory is a far-reaching generalization of Euclidean Fourier analysis associated

with root system with a rich structure parallel to ordinary Fourier analysis. The study

of Dunkl theory originates from a generalization of spherical harmonics, in which the finite

reflection groups G play the role of orthogonal group O(N) in the classical theory of spherical

harmonics. The Lebesgue measure dx, which is invariant under O(N), is substituted by the

Dunkl weight measure dmk(x) = hk(x)dx which is invariant under the finite reflection group

G and parameterized by a multiplicity function k, where hk(x) =
∏

α∈R | 〈α, x〉 |k(α). The

Dunkl operator Ti (see [18]) was constructed in such a way that the intersection of space of

the homogeneous polynomials Pm of degree m with the kernel of the corresponding Laplacian

4k =
∑N

j=1T
2
j is orthogonal to that of lower degree with respect to the Dunkl weight measure

dmk. And the restrictions of the spaces Hm
k

(
RN

)
:= Pm ∩ ker4k, m = 0, 1, · · · to the unit

sphere SN−1 are called spherical h-harmonics. The Dunkl operators commute pairwise and

they are in substitute of the ordinary partial derivatives in classical analysis. The joint

eigenfunctions of Dunkl operators take the place of the exponential functions in classical

Fourier transform. The Dunkl transform (see [20]) was then defined correspondingly and has

many similar properties with Fourier transform. The discovery of Dunkl operators also gave

an explicit expression of the radial part of the Laplacian operator on a flat symmetric space

unintentionally. Moreover, Dunkl theory has extensive application in algebra, probability

theory and mathematical physics. This theory has drawn considerable attention and there

have been a lot of works on Dunkl’s analysis in the last thirty years.

More recently, S. Ben Säıd, T. Kobayashi and B. Ørsted [8] gave a further far-reaching

generalization of Dunkl theory by introducing a parameter a > 0 arisen from the “interpola-

tion” of the two sl(2,R) actions on the Weil representation of the metaplectic group Mp(N,R)

and the minimal unitary representation of the conformal group O(N + 1, 2). They deformed

an sl2 triple studied in [4] via the parameter a such that the a-deformed Dunkl harmonic

oscillator 4k,a := ‖x‖2−a4k − ‖x‖a is symmetric on the Hilbert space L2
(
RN , ϑk,a (x) dx

)
,

where ϑk,a (x) = ‖x‖a−2hk(x). In the case of k ≡ 0, such a-deformed harmonic oscillator is

also a deformation of the operator ‖x‖4− ‖x‖ studied by Kobayashi and Mano in [26, 27].

In [25], R. Howe studied a holomorphic semigroup on L2(RN) with the classical harmonic

oscillator H =: (4 − ‖x‖2)/2 being the infinitesimal generator. The definition of the clas-
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1 INTRODUCTION

sical Fourier transform F on L2(RN) was then defined as the boundary value z = πi
2

of the

holomorphic semigroup

F := eiπN/4 exp

(
πi

2
H

)
.

Motivated by this definition of the classical Fourier transform on L2
(
RN

)
by Howe, the au-

thors in [8] then proved the existence of a (k, a)-generalized holomorphic semigroup Ik,a (z) , <z

≥ 0 with infinitesimal generator 1
a
4k,a acting on L2

(
RN , ϑk,a (x) dx

)
. The (k, a)-generalized

Laguerre semigroup Ik,a (z) = exp
(

z
a
4k,a

)
generalizes the Hermite semigroup studied by

Howe [25] (k ≡ 0 and a = 2), the Laguerre semigroup studied by Kobayashi and Mano

[26, 27] (k ≡ 0 and a = 1), and the Dunkl Hermite semigroup studied by Rösler [35] (k ≥ 0,

a = 2 and z = 2t, t > 0). When taking the boundary value z = πi
2
, the semigroup Ik,a (z)

recedes to the so-called (k, a)-generalized Fourier transform Fk,a, i.e.,

Fk,a = cIk,a

(
πi

2

)
, (1.1)

where c = eiπ(
2〈k〉+N+a−2

2a
) and 〈k〉 :=

∑
α∈R+ k(α). The generalized Fourier transform includes

the Fourier transform (k ≡ 0 and a = 2), the Kobayashi-Mano Hankel transform (k ≡ 0 and

a = 1), and the Dunkl transform [20] (k ≥ 0 and a = 2).

We will define a one-dimensional a-deformed Laguerre holomorphic semigroup Ia,α;z :=

e−
z
a
La,α with the infinitesimal generator − 1

a
La,α, where La,α is the a-deformed Laguerre op-

erator. Then we will give a spherical harmonic expansion of the (k, a)-generalized Laguerre

semigroup Ik,a (z) via the a-deformed Laguerre holomorphic semigroups Ia,α;z, and show that

the expansion reduces to the Bochner-type identity when taking the boundary value z = πi
2
.

And then we will prove a Hardy inequality for fractional powers of the a-deformed Dunkl

harmonic operator4k,a = ‖x‖2−a4k−‖x‖a using this expansion. When a = 2, the fractional

Hardy inequality reduces to that of Dunkl-Hermite operators given by Ó. Ciaurri, L. Roncal

and S. Thangavelu [12]. The operators La,α also give a tangible characterization of the radial

part of the (k, a)-generalized Laguerre semigroup on each k-spherical component Hm
k

(
RN

)

for λk,a,m := 2m+2〈k〉+N−2
a

≥ −1/2 defined via decomposition of unitary representation.

For the two particular cases when a = 1 and a = 2 (the Dunkl case) assuming that

2 〈k〉+N+a−3 ≥ 0 of (k, a)-generalized Fourier analysis, the analytic structure is much richer

because it is already known that for the two cases the integral kernel Bk,a(x, y) of the (k, a)-
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1 INTRODUCTION

generalized Fourier transform, which takes the place of the exponential function e−i〈x,y〉 in

classical Fourier transform, is uniformly bounded by 1. In this case one can define the (k, a)-

generalized translation operator via an integral combining the inversion formula of the (k, a)-

generalized Fourier transform for a = 2
n
, n ∈ N. And for the two cases we have the formula of

the generalized translation operator for radial functions. For the case of a = 2 (Dunkl theory),

the radial formula was found by Rösler [36] and the analytic structure of Dunkl theory

was intensively studied in the past thirty years, including the study of maximal functions,

Bochner–Riesz means, multipliers, Riesz transforms and Calderón–Zygmund theory. For the

case of a = 1, S. Ben Säıd and L. Deleaval derived the radial formula of the generalized

translation in [5] and also found many parallel results to Dunkl’s analysis. The study for

this case is still at its infancy. We will study the generalized translation in the two cases and

characterize the support of the translation on radial functions.

We will also define and investigate the imaginary powers (−4k,a)
−iσ , σ ∈ R of the

(k, a)-generalized harmonic oscillator −4k,a for the two cases when a = 2 and 1 respectively,

and prove the Lp-boundedness (1 < p < ∞) and weak L1-boundedness of such operators. To

prove this result, we develop the Calderón–Zygmund theory adapted to the (k, a)-generalized

setting (a = 2 and 1). For the case when a = 2 (Dunkl setting), the adapted Calderón–

Zygmund theory was already developed by Amri and Sifi [2] to prove the Lp-boundedness

(1 < p < ∞) and weak L1-boundedness of the Dunkl Riesz transform. For the case when

a = 1, we need to construct the metric space of homogeneous type corresponding to the (k, 1)-

generalized setting first according to the radial formula for the (k, 1)-generalized translation,

in order to adapt the Calderón–Zygmund theory on general homogeneous spaces to the (k, 1)-

generalized setting. And it will be shown that the imaginary powers (−4k,1)
−iσ are singular

integral operators satisfying the corresponding Hörmander type condition, which motivates

us to develop the Calderón–Zygmund theory in (k, 1)-generalized setting.

The material is divided into six chapters. In Chapter 2 we review the motivation and

some main results in Dunkl theory and the (k, a)-generalized Fourier analysis developed by S.

Ben Säıd, T. Kobayashi and B. Ørsted. For these results we refer to [7, 8, 18, 20]. In Chapter

3, we give the definitions of the a-deformed Laguerre operators and holomorphic semigroup,

and then prove the fractional Hardy inequality for the (k, a)-generalized harmonic operator

−4k,a using the spherical harmonic expansion of the (k, a)-generalized Laguerre semigroup.
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1 INTRODUCTION

We will also show the relationship between the expansion with sl2-representation in this

chapter. The results in this chapter are based on my paper [41]. In Chapter 4, we study

the (k, a)-generalized translation operator, and characterize the support of the generalized

translation on radial functions for a = 2 and 1 respectively from the radial formulas. The

study of the support of the generalized translation is based on my paper [39] and [40] for

a = 2 and 1 respectively. For the particular case when a = 1, we will study the metric

space corresponding to the (k, 1)-generalized setting, which is contained in the paper [40].

In Chapter 5, we develop the Calderón–Zygmund theory adapted to the (k, a)-generalized

Fourier analysis for a = 2 and 1 (see [2] for the Calderón–Zygmund theory adapted to the

case when a = 2, the Dunkl case and [40] for the theory adapted to the case when a = 1). In

Chapter 6, we define and investigate the imaginary powers (−4k,a)
−iσ for a = 2 and 1 and

show that they satisfy the corresponding Hörmander type condition given in Chapter 5 to

prove the Lp-boundedness (1 < p < ∞) and weak L1-boundedness. The results for the case

when a = 1 in Chapter 5 and 6 are under the condition that k > 0 and 2 〈k〉 + N − 2 > 0

and are contained in my paper [40].
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2 PRELIMINARIES

2 Preliminaries

2.1 Classical spherical harmonics

In this subsection we review the classical theory of spherical harmonics and some proper-

ties. For x ∈ RN , we write x = (x1, . . . , xN). For any x, y ∈ RN , denote by 〈x, y〉 =
∑N

j=1 xjyj

the standard inner product associated with norm ‖x‖. For α = (α1, . . . , αN) ∈ NN
0 , denote

xα := xα1
1 · · ·xαN

N and it has degree |α| = α1 + · · · + αN . A homogeneous polynomial p of

degree m is defined as p(x) =
∑

|α|=mcαxα, where cα are real or complex numbers. Let Pm

be the space of real homogeneous polynomials on RN of degree m. And let ∂i be the partial

derivative and 4 =
∑N

i=1∂
2
i be the Euclidean Laplacian. The homogeneous polynomials

satisfying 4p = 0 are called harmonic polynomials. Let Hm(RN) be the space of harmonic

polynomials of degree m. The restrictions of the elements of the spaces Hm(RN) on the unit

sphere SN−1, to be denoted as Hm(RN)|SN−1 , are called spherical harmonics. The spherical

harmonics Hm(RN)|SN−1 , m = 0, 1, 2, . . . are orthogonal to each other with respect to the

inner product

〈f, g〉SN−1 :=
Γ(N/2)

2πN/2

∫

SN−1

f(x)g(x)dσ(x),

where dσ is the surface measure. This can be shown in the following theorem.

Theorem 2.1. (See, e.g., [16, Theorem 1.1.2]) For Zn ∈ Hn(RN), Zm ∈ Hm(RN), and

n 6= m, we have 〈Zn, Zm〉SN−1 = 0.

Proof. For x = rx′(r > 0, x′ ∈ SN−1), we have Zm(x) = rmZm(x′) since Zm is homogeneous.

So ∂Zm

∂r
(x′) = mZm(x′). By Green’s identity,

(n−m)

∫

SN−1

ZnZmdσ =

∫

SN−1

(
Zn

∂Zm

∂r
− Zm

∂Zn

∂r

)
dσ =

∫

BN

(Zn4Zm − Zm4Zn) dx = 0,

where BN is the unit ball in RN , since 4Zm = 4Zn = 0.

The Laplace-Beltrami operator 40 is the restriction of the Laplace operator 4 to the

unit sphere SN−1. It satisfies

4 =
∂2

∂r2
+

N − 1

r

∂

∂r
+

1

r2
40,

where

40 =
N−1∑
i=1

∂2

∂ξ2
i

−
N−1∑
i=1

N−1∑
j=1

ξiξj
∂2

∂ξi∂ξj

− (N − 1)
N−1∑
i=1

ξi
∂

∂ξi

5



2.2 The G-invariant measure 2 PRELIMINARIES

for the polar coordinates x = rξ, r > 0, ξ ∈ SN−1. And the spherical harmonics are

eigenfunctions of the Laplace-Beltrami operator 40, i.e.,

40Z(ξ) = −m(m + N − 2)Z(ξ), Z ∈ Hm(RN), ξ ∈ SN−1.

The following is the spherical harmonic decomposition for L2
(
SN−1, dσ(x′)

)
,

L2
(
SN−1, dσ(x′)

)
=

⊕∑

m∈N
Hm

(
RN

) |SN−1 ,

where dσ is the spherical measure on SN−1. For each fixed spherical harmonicHm
(
RN

) |SN−1 ,

we take an orthonormal basis of the space as

{Zm
i : i = 1, 2, · · · , n(m)} ,

where n(m) = dim
(Hm

(
RN

) |SN−1

)
. Then we have the spherical harmonic expansion of

f ∈ L2
(
RN

)
,

f (rx′) =
∞∑

m=0

n(m)∑
i=1

fm,i(r)Z
m
i (x′), r > 0, x′ ∈ SN−1,

where

fm,i(r) =

∫

SN−1

f (rx′) Zm
i (x′)dσ(x′).

2.2 The G-invariant measure

For any nonzero vector α ∈ RN , define the reflection σα with respect to the hyperplane

α⊥ orthogonal to α,

σα(x) = x− 2
〈x, α〉
‖α‖2 α.

A finite set R ⊂ RN\ {0} is called a (reduced) root system if it satisfies the following

conditions:

i. R ∩ Rα = {±α}, for any α ∈ R;

ii. σα(R) = R, for any α ∈ R;

In addition, a root system is called a crystallographic root system if it satisfies the condition

2 〈α,β〉
〈α,α〉 ∈ Z for any α, β ∈ R. We consider reduced but not necessarily crystallographic root

systems. Given a root system R, the finite subgroup G of O(N) generated by the reflections

σα is called the Coxeter group (relection group) of the root system. Define a multiplicity

6



2.3 Spherical h-harmonics 2 PRELIMINARIES

function k : R → C such that k is G-invariant, that is, k (α) = k (β) if σα and σβ are

conjugate. We assume that k > 0.

In the last 80’s, C.F. Dunkl [20] gave a far-reaching generalization of Euclidean Fourier

analysis related to root system with a rich structure parallel to ordinary Fourier analysis,

where the finite reflection groups play the role of orthogonal groups in Euclidean Fourier

analysis. The Lebesgue measure was replaced by a weighted measure dmk(x) = hk(x)dx,

where

hk(x) =
∏
α∈R

| 〈α, x〉 |k(α).

It is observed that

mk(B(x, r)) ∼ rN
∏
α∈R

(|〈x, α〉|+ r)k(α) ,

where B(x, r) = {y ∈ RN : ‖x− y‖ ≤ r}, and so mk is a doubling measure, that is, there is

a constant C > 0 such that

mk(B(x, 2r)) ≤ Cmk(B(x, r))

for x ∈ RN , r > 0.

The measure parameterized by the multiplicity function k is invariant under the reflec-

tion group G. It is in substitute of the Lebesgue measure dx in classical analysis, which is

invariant under the orthogonal group O(N). So, in this sense we say that the finite reflection

group G plays the role of the orthogonal group in classical analysis. Such generalization of

classical analysis, called Dunkl theory, has been intensively studied in the past thirty years.

We denote N = N +
∑

α∈R k(α) to be the homogeneous dimension of the root system.

2.3 Spherical h-harmonics

The study of Dunkl theory originates from a generalization of spherical harmonics, called

spherical h-harmonics, where the Dunkl weight measure dmk(x) = hk(x)dx plays the role of

Lebesgue measure dx in the classical theory of spherical harmonics. Dunkl [18] constructed

an operator 4k analogous to the classical Laplacian such that the intersection of the kernel of

the operator with the space of homogeneous polynomials of degree m are orthogonal to each

other with respect to the Dunkl weight measure dmk(x), for m = 0, 1, 2, · · · . The operator

4k is called Dunkl Laplacian and has the following explicit expression for normalized root

7



2.3 Spherical h-harmonics 2 PRELIMINARIES

systems (i.e., ‖α‖ =
√

2),

4k = Dk − Ek,

with

Dkf(x) = 4f (x) + 2
∑

α∈R+

k (α)
〈∇f, α〉
〈α, x〉 ,

where ∇ is the Euclidean gradient and R+ is any fixed positive subsystem of R, and

Ekf(x) = 2
∑

α∈R+

k (α)
f (x)− f (σα (x))

〈α, x〉2 .

The minus Dunkl Laplacian −4k is essentially self-adjoint on L2(RN , hk(x)dx) and positive

definite, and so 4k is the generator of the contraction semigroup
{
et4k

}
t≥0

. The elements

in the space Hm
k

(
RN

)
:= Pm ∩ ker4k are h-harmonic polynomials of degree m. And the

restrictionsHm
k

(
RN

) |SN−1 of the spacesHm
k

(
RN

)
to the unit sphere SN−1 are called spherical

h-harmonics. The following theorem shows that the spherical h-harmonics of different degree

are orthogonal to each other with respect to the inner product

〈f, g〉SN−1;k :=
1

ωk

∫

SN−1

f(x)g(x)hk(x)dσ(x),

where ωk =
∫
SN−1 hk(x)dσ(x).

Theorem 2.2. ([17]) If f ∈ Hn
k(RN), g ∈ Hm

k (RN) and n 6= m, then 〈f, g〉SN−1;k = 0.

Proof. We claim the following analogue of the classical Green’s identity without proof first,
∫

SN−1

∂f

∂n
ghkdσ =

∫

BN

(gDkf + 〈∇f,∇g〉) hkdx,

where ∂f
∂n

denotes the normal derivative of f . Since ∂f
∂n

= nf because f is homogeneous of

degree n, and 4kf = 4kg = 0, we have

(n−m)

∫

SN−1

fghkdσ =

∫

BN

(gDkf − fDkg) hkdx =

∫

BN

(gEkf − fEkg) hkdx = 0.

The last equality is from the symmetry of Ek with respect to 〈·, ·〉SN−1;k (using polar coordi-

nates).

The spacesHm
k

(
RN

) |SN−1 , m = 0, 1, · · · are finite dimensional and there is the spherical

harmonics decomposition

L2
(
SN−1, hk (x′) dσ(x′)

)
=

⊕∑

m∈N
Hm

k

(
RN

) |SN−1 . (2.1)

8



2.4 The intertwining operator 2 PRELIMINARIES

For each fixed m ∈ N, denote by d(m) = dim
(Hm

k

(
RN

) |SN−1

)
. Let

{Y m
i : i = 1, 2, · · · , d(m)} (2.2)

be an orthonormal basis of Hm
k

(
RN

) |SN−1 . They are the eigenvectors of the generalized

Laplace–Beltrami operator 4k|SN−1 , i.e.,

4k|SN−1Y
m
i (ξ) = −m(m + N− 2)Y m

i (ξ), ξ ∈ SN−1.

2.4 The intertwining operator

Let {ei, i = 1, 2, ..., N} be the canonical orthogonal basis in RN . The Dunkl operators

{Ti : 1 ≤ i ≤ N} introduced in [18] were constructed such that 4k =
∑N

i=1T
2
i . It is the

deformations by difference operators of directional derivatives and can be expressed explicitly

as follows for normalized root systems:

Tif(x) = ∂if(x) +
∑
α∈R

k(α)

2
〈α, ei〉 f(x)− f(σα(x))

〈α, x〉 .

They commute pairwise and are skew-symmetric with respect to the G-invariant measure

dmk(x) = hk(x)dx.

The operators ∂i and Ti are intertwined by the Laplace-type operator (see [19])

Vkf(x) =

∫

RN

f(y)dµx(y),

associated to a family of probability measures
{
µx| x ∈ RN

}
with compact support, that is,

Ti ◦ Vk = Vk ◦ ∂i.

Specifically, the support of µx is contained in the convex hull co(G.x), where G.x = {gx| g ∈ G}
is the orbit of x. For any Borel set B and any r > 0, g ∈ G, the probability measures satisfy

µrx (B) = µx

(
r−1B

)
, µgx (B) = µx

(
g−1B

)
.

The intertwining operator Vk is one of the most important operators in Dunkl theory.

The joint eigenfunction E(x, y) of the Dunkl operators {Ti : 1 ≤ i ≤ N} (or the eigen-

function of the Dunkl Laplacian 4k) for fixed y is the integral kernel of the generalized

9



2.5 The (k, a)-generalized harmonic oscillator 2 PRELIMINARIES

Fourier transform Fk, called Dunkl transform (see [20]). It takes the place of the exponential

function e〈x,y〉 in classical Fourier transform, i.e.,

Fk(f)(ξ) :=
1

ck

∫

RN

f(x)E(−iξ, x)dmk(x), ck =

∫

RN

e−
‖x‖2

2 dmk(x), f ∈ L1(mk).

The eigenfunction E(x, y) is called Dunkl kernel and can be expressed via the intertwining

operator as

E (x, y) = Vk

(
e〈·,y〉

)
(x) =

∫

RN

e〈η,y〉dµx (η) .

2.5 The (k, a)-generalized harmonic oscillator

Take a basis of the Lie algebra sl(2,R) as

e+ :=


0 1

0 0


 , e− :=


0 0

1 0


 , h :=


1 0

0 −1


 .

The triple {e+, e−,h} is an sl2 triple, i.e.,

[
e+, e−

]
= h,

[
h, e+

]
= 2e+,

[
h, e−

]
= −2e−.

In [8], the authors gave a deformation of an sl2 triple studied in [4] via a parameter a

E+
k,a :=

i

a
‖x‖a , E−k,a :=

i

a
‖x‖2−a ∆k, Hk,a :=

2

a

N∑
i=1

xi∂i +
N + 2〈k〉+ a− 2

a
.

These differential-difference operators also form an sl2 triple. With these operators, the Dunkl

harmonic oscillator 4k−‖x‖2 is deformed to be the (k, a)-generalized harmonic oscillator as

∆k,a := ia (E+
k,a − E−k,a) = ‖x‖2−a4k − ‖x‖a .

It is symmetric on the Hilbert space L2
(
RN , ϑk,a (x) dx

)
, where ϑk,a (x) = ‖x‖a−2hk(x). The

case when k ≡ 0, a = 1 (the operator ‖x‖4 − ‖x‖) was studied by T. Kobayashi and G.

Mano in [26, 27]. When a = 2, the (k, a)-generalized harmonic oscillator ∆k,a recedes to the

Dunkl harmonic oscillator.

Define the representation ωk,a of sl (2,R) on C∞ (
RN\ {0})

ωk,a : sl (2,R) → End
(
C∞ (

RN\ {0}))

by setting

ωk,a (h) = Hk,a, ωk,a

(
e+

)
= E+

k,a, ωk,a

(
e−

)
= E−k,a.

10



2.6 An orthonormal basis in L2
(
RN , ϑk,a (x) dx

)
2 PRELIMINARIES

Denote by U (sl (2,C)) the universal enveloping algebra of the complex Lie algebra sl (2,C) '
sl (2,R)⊗ C. Then we can extend the representation to a C-algebra homomorphism

ωk,a : U (sl (2,C)) → End
(
C∞ (

RN\ {0})) .

Set

k :=
1

i
(e+ − e−), n+ := 1

2
(ih− e+ − e−), n− := −1

2
(ih+e++e−).

Then we can interpret ∆k,a as sl2 representation

ωk,a(k) =
1

i
(E+

k,a − E−k,a) =
‖x‖a − ‖x‖2−a ∆k

a
= −1

a
∆k,a.

2.6 An orthonormal basis in L2
(
RN , ϑk,a (x) dx

)

Consider the weight function ϑk,a (x) = ‖x‖a−2hk(x). It reduces to hk(x) when a = 2

and for any x′ ∈ SN−1,

ϑk,a (x′) = hk (x′) .

For the polar coordinates x = rx′(r > 0, x′ ∈ SN−1),

ϑk,a (x) dx = r2〈k〉+N+a−3ϑk,a (x′) drdσ(x′).

From the spherical harmonic decomposition (2.1) of L2
(
SN−1, hk (x′) dσ(x′)

)
, there is a

unitary isomorphism (see [8, (3.25)])

⊕∑

m∈N
(Hm

k

(
RN

) |SN−1)⊗ L2
(
R+, r 2〈k〉+N+a−3dr

) ∼−→ L2
(
RN , ϑk,a (x) dx

)
.

Define the Laguerre polynomial as

Lµ
l (t) :=

l∑
j=0

(−1)jΓ(µ + l + 1)

(l − j)!Γ(µ + j + 1)

tj

j!
, Reµ > −1.

Proposition 2.3. ([8, Proposition 3.15]) For fixed m ∈ N, a > 0, and a multiplicity function

k satisfying λk,a,m := 2m+2〈k〉+N−2
a

> −1. Set

ψ
(a)
l,m(r) :=

(
2λk,a,m+1Γ(l + 1)

aλk,a,mΓ(λk,a,m + l + 1)

)1/2

rmL
λk,a,m

l

(
2

a
ra

)
exp

(
−1

a
ra

)
. (2.3)

Then
{

ψ
(a)
l,m(r) : l ∈ N

}
forms an orthonormal basis in L2

(
R+, r 2〈k〉+N+a−3dr

)
.

11



2.7 The (k, a)-generalized Laguerre semigroup and Fourier transform 2 PRELIMINARIES

Combining the orthonormal basis (2.2) of Hm
k

(
RN

) |SN−1 , Proposition 2.3 yields the

orthonormal basis in L2
(
RN , ϑk,a (x) dx

)
immediately.

Corollary 2.4. ([8, Corollary 3.17]) Suppose a > 0 and k satisfy that 2m+2 〈k〉+N+a−2 >

0, Set

Φ
(a)
l,m,j (x) := Y m

j

(
x

‖x‖
)

ψ
(a)
l,m (‖x‖) . (2.4)

Then {
Φ

(a)
l,m,j

∣∣∣ l ∈ N, m ∈ N, j = 1, 2, · · · , d(m)
}

(2.5)

forms an orthonormal basis of L2
(
RN , ϑk,a (x) dx

)
.

Denote by

Wk,a

(
RN

)
:= C-span

{
Φ

(a)
l (p, ·)

∣∣∣ l ∈ N, m ∈ N, p ∈ Hm
k

(
RN

)}
,

where

Φ
(a)
l (p, x) = p(x′)rmL

λk,a,m

l

(
2

a
ra

)
exp

(
−1

a
ra

)

for x = rx′ (r > 0, x′ ∈ SN−1). It is a dense subset of the Hilbert space L2
(
RN , ϑk,a (x) dx

)
.

It was shown in [8, Theorem 3.19] that Φ
(a)
l (p, ·) are eigenfunctions for −∆k,a, i.e.,

ωk,a(k)Φ
(a)
l (p, x) = (2l + λk,a,m + 1) Φ

(a)
l (p, x). (2.6)

Let g = sl(2,R) and K be a maximal compact modulo center subgroup of the universal

covering group ˜SL(2,R) of SL(2,R). Then
(
ωk,a,Wk,a

(
RN

))
is a G × (gC, K)-module and

can be decomposed as (see [8, Theorem 3.28])

Wk,a

(
RN

) '
∞⊕

m=0

Hm
k (RN)|SN−1 ⊗ πK(λk,a,m), (2.7)

where πK(λk,a,m) is sl(2,R) acting on the vector space C-span{Φ(a)
l (p, ·) : l ∈ N} for fixed

p ∈ Hm
k (RN). It is the irreducible lowest weight module of weight λk,a,m + 1.

2.7 The (k, a)-generalized Laguerre semigroup and Fourier transform

It is observed the fact that the (k, a)-generalized harmonic oscillator 4k,a is an essen-

tially self-adjoint operator on L2
(
RN , ϑk,a (x) dx

)
with only negative discrete spectrum. And

so it is the infinitesimal generator of the corresponding contraction semigroup. Thus, for

12



2.7 The (k, a)-generalized Laguerre semigroup and Fourier transform 2 PRELIMINARIES

a + 2 〈k〉 + N − 2 > 0, the infinitesimal representation ωk,a of sl (2,R) can be lifted to a

unique unitary representation Ωk,a of the universal covering group ˜SL(2,R) of SL(2,R) on

the Hilbert space L2
(
RN , ϑk,a (x) dx

)
(see [8, Theorem 3.30]), i.e.,

ωk,a(X) =
d

dt

∣∣∣∣
t=0

Ωk,a (Exp(tX)) , X ∈ sl (2,R) (2.8)

on the dense subset Wk,a

(
RN

)
of L2

(
RN , ϑk,a (x) dx

)
. We can then define the (k, a)-generalized

Laguerre holomorphic semigroup on L2
(
RN , ϑk,a (x) dx

)
as ((see [8]))

Ik,a (z) := Ωk,a (γz) = exp
(z

a
4k,a

)
, γz = Exp (−zk) < z ≥ 0.

It has the following spectral decomposition on L2
(
RN , ϑk,a (x) dx

)
via the basis (2.5)

Ik,a(z)f (x) =
∑

l,m,j

e−z(2l+λk,a,m+1)
〈
f, Φ

(a)
l,m,j

〉
k,a

Φ
(a)
l,m,j (x) , (2.9)

where 〈f, g〉k,a =
∫
RN f(x)g(x)ϑk,a(x)dx. By Schwartz kernel theorem, it has an integral

representation on L2
(
RN , ϑk,a (x) dx

)
by means of a distribution kernel Λk,a (x, y; z) (see [8,

(4.56)])

Ik,a(z)f (x) = ck,a

∫

RN

f (y) Λk,a (x, y; z) ϑk,a (y) dy, (2.10)

where ck,a =
(∫
RN exp

(− 1
a
‖x‖a) ϑk,a (x) dx

)−1
and

Λk,a (rω, sη; z) :=
(
Ṽkhk,a (r, s; z; ·)

)
(ω, η) (2.11)

for x = rω, y = sη, r, s > 0 and ω, η ∈ SN−1. Here Ṽk is defined by
(
Ṽkh

)
(x, y) := (Vkhy) (x),

where hy(·) := h (〈·, y〉) for a continuous function h(t) of one variable. And hk,a (r, s; z; w)

has its closed formula

hk,a(r, s; z; t) =
exp(− 1

a
(ra + sa) coth(z))

sinh(z)
2〈k〉+N+a−2

a

×





Γ
(
〈k〉+

N − 1

2

)
Ĩ〈k〉+N−3

2

(√2(rs)
1
2

sinh z
(1 + t)

1
2

)
(a = 1),

exp
( rst

sinh z

)
(a = 2),

(2.12)

where Ĩv is the normalized I-Bessel function and has the following integral formula (see, e.g.,

[44, 6.15 (2)])

Ĩv(w) =
1√

πΓ
(
ν + 1

2

)
∫ 1

−1

ewu
(
1− u2

)v−1
2 du, ν > −1/2, w ∈ C.
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2.7 The (k, a)-generalized Laguerre semigroup and Fourier transform 2 PRELIMINARIES

The integral on the right hand side of (2.10) converges absolutely for all f ∈ L2
(
RN , ϑk,a (x) dx

)

if <z > 0 and for all f ∈ (L1 ∩ L2)
(
RN , ϑk,a (x) dx

)
if <z = 0 (see [8, Corollary 4.28]). From

(2.11) and (2.12) we get an expression of Λk,a (x, y; z) (a slight modification of Proposition

5.10 in [8])

Λk,a (x, y; z) =
exp(− 1

a
(‖x‖a + ‖y‖a) coth(z))

sinh(z)
2〈k〉+N+a−2

a

×





Γ
(
〈k〉+

N − 1

2

)
Vk

(
Ĩ〈k〉+N−3

2

( 1

sinh z

√
2(‖x‖ ‖y‖+ 〈x, ·〉)

))
(y) (a = 1),

Vk

(
e

1
sinh z

〈x,·〉
)

(y) (a = 2).

(2.13)

Let

Bk,a (x, y) := eiπ(
2〈k〉+N+a−2

2a
)Λk,a

(
x, y; i

π

2

)
.

Then the (k, a)-generalized Fourier transform on L2
(
RN , ϑk,a (x) dx

)
can be expressed as

Fk,af (ξ) = ck,a

∫

RN

f (y) Bk,a (ξ, y) ϑk,a (y) dy, ξ ∈ RN

because Fk,a := eiπ(
2〈k〉+N+a−2

2a
)Ik,a

(
πi
2

)
. For a + 2 〈k〉 + N − 2 > 0, it is a unitary operator

on L2
(
RN , ϑk,a (x) dx

)
(see [8, Theorem 5.1]), that is, ‖Fk,a(f)‖2,k = ‖f‖2,k for any f ∈

L2
(
RN , ϑk,a (x) dx

)
, where ‖f‖2,k :=

(∫
RN |f (x)|2 ϑk,a (x) dx

)1/2
. And the Laguerre function

Φ
(a)
l (p, x) is an eigenfunction of Fk,a, i.e.,

Fk,a

(
Φ

(a)
l (p, ·)

)
= e−iπ(l+

m
a

)
(
Φ

(a)
l (p, ·)

)
.

As the distribution kernel Bk,a (x, y) of the (k, a)-generalized Fourier transform for fixed

y is the eigenfunction of the operator ‖x‖2−a4k (see [8, Theorem 5.7]), we can consider

‖x‖2−a4k as the a-deformed Dunkl Laplacian in (k, a)-generalized Fourier analysis. The

kernel Bk,a (x, y) has the following properties:

1. Bk,a (ax, y) = Bk,a (x, ay) for a > 0;

2. Bk,a (gx, gy) = Bk,a (x, y) for g ∈ G;

3. Bk,a (x, y) = Bk,a (y, x);

4. Bk,a (0, y) = 1.
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2.7 The (k, a)-generalized Laguerre semigroup and Fourier transform 2 PRELIMINARIES

And we have the inversion formulae of the (k, a)-generalized Fourier transform (see [8, The-

orem 5.3]), i.e., (Fk,a)
−1 = Fk,a if a = 1

r
and

(
F−1

k,af
)
(x) = (Fk,af) (−x) if a = 2

2r−1
, where

r ∈ N+.

In [8, Theorem 5.11], the authors showed that the integral kernel Bk,a (x, y) satisfies the

condition

|Bk,a (x, y)| ≤ Bk,a (0, y) = 1 (2.14)

if a = 1 or 2 assuming that 2 〈k〉 + N + a − 3 ≥ 0. In this case one can define the (k, a)-

generalized translation operator via an integral combining the inversion formulae of the (k, a)-

generalized Fourier transform for a = 2
n
, n ∈ N. For the general case of 2 〈k〉+N +a−3 ≥ 0,

the condition of boundedness (2.14) is not necessarily true. In [11], the authors proved such

boundedness for a = 2
n
, n ∈ N only. And in [24], the authors found some negative results.

They proved that if a ∈ (1, 2) ∪ (2, +∞), then ‖Bk,a‖∞ > 1 (either finite or infinite). They

also found the necessary and sufficient condition for the boundedness of the kernel Bk,a (x, y)

for the one dimensional case, i.e., 4 〈k〉+ a− 2 ≥ 0.
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3 FRACTIONAL HARDY INEQUALITIES

3 Fractional Hardy inequalities

We will be interested in Hardy inequalities of the form

∫

X

|f (x)|2(
1 + |x|2)σ dη (x) ≤ Bσ 〈Lσf, f〉 (3.1)

(or the Hardy inequality with homogeneous potential) for given 0 < σ < 1, where Lσ is

the fractional powers of a non-negative self-adjoint operator L and Bσ is a constant. It is a

generalization of the classical Hardy inequality on RN

(N − 2)2

4

∫

RN

|f (x)|2
‖x‖2 dx ≤

∫

RN

|∇f(x)|2 dx, N ≥ 3.

In [12], Ó. Ciaurri, L. Roncal and S. Thangavelu worked with conformally invariant frac-

tional powers of Dunkl–Hermite operators Hk = −4k +‖x‖2, where 4k is the generalization

of classical Laplacian on Euclidean space called Dunkl Laplacian, and proved the fractional

Hardy inequalities for these operators of form (3.1) using ground state representation. The

conformal invariant fractional powers was borrowed from the context of sublaplacians on

Heisenberg groups (see [33]). They also deduced the Hardy inequalities for pure fractional

powers of Dunkl–Hermite operators Hσ
k (see [12, Corollary 1.5]) as a consequence of the

conformally invariant fractional Hardy inequalities.

We will prove a Hardy inequality of type (3.1) for fractional powers of the a-deformed

Dunkl–Hermite operator 4k,a = ‖x‖2−a4k − ‖x‖a using the spherical harmonic expansion

of the (k, a)-generalized Laguerre semigroup (3.8).

Theorem 3.1. ([41]) Let us define the constant

Bδ
α,σ := δσ Γ

(
α+2+σ

2

)

Γ
(

α+2−σ
2

) .

For 0 < σ < 1, δ > 0 and 4 〈k〉+ 2N + a− 4 ≥ 0,

(a

2

)σ

Bδ
λa,σ

∫

RN

|f(x)|2(
δ +

2

a
‖x‖a

)σ ϑk,a(x)dx ≤ 〈
(−4k,a)σ f, f

〉
L2(RN ,ϑk,a(x)dx)

for all f ∈ C∞
0 (RN).

When a = 2, this inequality reduces to the fractional Hardy inequality in [12], which was

proved using Dunkl–Hermite expansions. The definition of the modified fractional operator
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3 FRACTIONAL HARDY INEQUALITIES

(−4k,a)σ will be given analogously as in [12] in Section 3.3. We can also deduce the Hardy

inequalities for pure fractional powers of the operator (−4k,a)
σ analogous to Corollary 1.5

in [12] from this Hardy inequality. An uncertainty principle for fractional powers of 4k,a can

also be deduced from this Hardy inequality as in [33].

There have also been several other studies of Hardy inequalities of form (3.1). For

example, D. Gorbachev, V. Ivanov and S. Tikhonov [22] proved a sharp Pitt’s inequality for

Dunkl transform in L2
(
RN

)
. Such Pitt’s inequalities can imply a Hardy inequality of the

form (3.1) for fractional powers of the Dunkl Laplacian 4k. They also proved a sharp Pitt’s

inequality for the generalized Fourier transform Fk,a in [23] using the Bochner-type identity

(3.9), a particular case of the expansion (3.8) we will use. By the formula (5.6 b) in [8], The

fractional powers of −‖x‖2−a∆k can be naturally defined as follows,

Fk,a

((−‖·‖2−a ∆k

)β
f
)

(ξ) = (‖ξ‖a)
β
Fk,a (f) (ξ) .

And then from the inversion formula [8, Theorem 5.3] of the (k, a)-generalized Fourier trans-

form, the Pitt’s inequality in [23] implies also a Hardy inequality of the form (3.1) for

L = −‖x‖2−a∆k for a = 2
n
, n ∈ N+. When a = 2, this Hardy inequality reduces to

that for fractional powers of the Dunkl Laplacian in [22]. The two Pitt’s inequalities imply

the logarithmic uncertainty principle for the Dunkl transform and Fk,a, respectively.

The results in this chapter are based on my paper [41]. In Section 3.1, we give the

definitions of the a-deformed Laguerre convolution and the fractional a-deformed Laguerre

operators, and then prove the radial Hardy inequality for the fractional a-deformed Laguerre

operators. In Section 3.2 we give the proof of the spherical harmonic expansion of the (k, a)-

generalized Laguerre semigroup and show that it reduces to the Bochner-type identity when

z takes the boundary value πi
2
. In Section 3.3, we give the proof of the fractional Hardy

inequality in Theorem 3.1 using the expansion in Section 3.2. In Section 3.4 we study the

relationship of the expansion in Section 3.2 with sl2-representation. We will give a tangible

characterization of the radial part of the (k, a)-generalized Laguerre semigroup on each k-

spherical component Hm
k

(
RN

)
for λk,a,m ≥ −1/2.
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3.1 The a-deformed Laguerre operator 3 FRACTIONAL HARDY INEQUALITIES

3.1 The a-deformed Laguerre operator

The Laguerre translation T α
r was introduced by McCully [29] for α = 0 and was ex-

tended to α ≥ −1/2 (see [3] or [42, Chapter 6]). We define the a-deformed Laguerre transla-

tion as

T a,α
r f(s) :=

Γ(α + 1)2α

√
2π

∫ π

0

f

((
ra + sa + 2r

a
2 s

a
2 cos θ

)1/a
)
·

Jα−1/2

(
2

a
r

a
2 s

a
2 sin θ

)(
2

a
r

a
2 s

a
2 sin θ

)−(α−1/2)

(sin θ)2α dθ

for r, s > 0 and α ≥ −1/2, where Jν is the Bessel function of order ν. When a = 2, it reduces

to the Laguerre translation T α
r in [12]. The results in [12] are also valid for the critical case

when α = −1/2 since the definition of the Laguerre translation can be extended to this case.

If f and g are functions defined on (0,∞), the a-deformed Laguerre convolution f ∗a,α g is

given by

f ∗a,α g(r) =

∫ ∞

0

T a,α
r f(s)g(s)saα+a−1 ds. (3.2)

By changing variables

r =
(a

2

)1/a

r
2/a
1 , s =

(a

2

)1/a

s
2/a
1

and setting

f1 = f

((a

2

)1/a

(·)2/a

)
, g1 = g

((a

2

)1/a

(·)2/a

)
,

we have
∫ ∞

0

T a,α
r f(s)g(s)saα+a−1 ds =

(a

2

)α+1
∫ ∞

0

T α
r1

f1(s1)g1(s1)s
2α+1
1 ds1 =

(a

2

)α+1

f1 ∗α g1(r1)

=
(a

2

)α+1

g1 ∗α f1(r1) =
(a

2

)α+1
∫ ∞

0

T α
r1

g1(s1)f1(s1)s
2α+1
1 ds1

=

∫ ∞

0

T a,α
r g(s)f(s)saα+a−1 ds,

where f ∗α g is the Laguerre convolution defined in [42, Chapter 6]. Thus f ∗a,α g(r) =

g ∗a,α f(r).

Let

ϕa,α
l (r) := Lα

l

(
2

a
ra

)
exp

(
−1

a
ra

)
, l = 0, 1, · · · .

Then substituting r as
√

2
a
r

a
2 and s as

√
2
a
s

a
2 in the formula (3.2) in [12], we get

T a,α
r ϕa,α

n (s) =
n!

(α + 1)n

ϕa,α
n (r)ϕa,α

n (s), α ≥ −1/2. (3.3)
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The Laguerre operator

Lα = − d2

dr2
+ r2 − 2α + 1

r

d

dr
(3.4)

studied in [12] is a symmetric operator on L2 ((0,∞) , dµα), where α ≥ −1/2 and dµα (r) =

r2α+1dr. The functions

ϕ̃α
l (r) =

(
2Γ(l + 1)

Γ(α + l + 1)

)1/2

Lα
l

(
r2

)
exp

(
−1

2
r2

)
, l = 0, 1, · · ·

are eigenfunctions of Lα with eigenvalues 2 (2l + α + 1).

Substituting r by u =
√

2
a
r

a
2 in (3.4),

− d2

du2
+ u2 − 2α + 1

u

d

du
= −2

a

(
1

ra−2

d2

dr2
+

(
1− a

2

) 1

ra−1

d

dr

)
+

2

a
ra − 2α + 1

ra−1

d

dr

=
2

a

(
− 1

ra−2

d2

dr2
+ ra − (aα + 1)

1

ra−1

d

dr

)
.

The a-deformed Laguerre differential operator can then be defined as

La,α = − 1

ra−2

d2

dr2
+ ra − (aα + 1)

1

ra−1

d

dr
. (3.5)

It is symmetric on L2 (0,∞) with respect to the measure dµa,α(r) = raα+a−1dr, α ≥ −1/2.

When a = 2, the operator reduces to the Laguerre operator (3.4).

Define the Laguerre functions of type α as

ϕ̃a,α
l (r) =

(
2α+1Γ(l + 1)

aαΓ(α + l + 1)

)1/2

Lα
l

(
2

a
ra

)
exp

(
−1

a
ra

)
, l = 0, 1, · · · ,

where α ≥ −1/2. Then they form an orthonormal basis of L2 ((0,∞) , dµa,α) (this is also

the case of Proposition 2.1 when α = λk,a,m) and are the eigenfunctions of the a-deformed

Laguerre operator (3.5). Indeed,

La,αϕ̃a,α
l = a (2l + α + 1) ϕ̃a,α

l , l = 0, 1, · · · .

It suffices to substitute r by
√

2
a
r

a
2 in the conclusions of [12, Section 3] to get this.

The Laguerre expansion of f ∈ L2((0,∞), dµa,α), namely the expansion

f =
∞∑

l=0

(
2α+1Γ(l + 1)

aαΓ(α + l + 1)

)
〈f, ϕa,α

l 〉dµa,α
ϕa,α

l

can be written in a compact form in terms of Laguerre convolution.
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Lemma 3.2. For a function f ∈ L2((0,∞), dµa,α), ϕa,α
l is an eigenfunction of f , i.e.,

f ∗a,α ϕa,α
l =

Γ(α + 1)Γ(l + 1)

Γ(α + l + 1)
〈f, ϕa,α

l 〉dµa,α
ϕa,α

l .

In particular,

δnjϕ
a,α
n =

2α+1

aαΓ(α + 1)
ϕa,α

n ∗a,α ϕa,α
j . (3.6)

Proof. Omitted. It is only a slight modification of the proof of Lemma 3.1 in [12].

Thus f ∗a,α ϕa,α
l are eigenfunctions of La,α with the eigenvalues a (2l + α + 1) for l =

0, 1, · · · and we have the spectral decomposition of the a-deformed Laguerre operator

La,αf =
2α+1

aαΓ(α + 1)

∞∑

l=0

a (2l + α + 1) f ∗a,α ϕa,α
l .

It is then natural to define fractional powers of Laguerre operators as

Lσ
a,αf =

2α+1

aαΓ(α + 1)

∞∑

l=0

(a (2l + α + 1))σ f ∗a,α ϕa,α
l , α ≥ −1/2.

But it suits better to work with the modified fractional operator La,α;σ with the spectrum

4σSa,α;σ
l , i.e.,

La,α,σf =
2α+1

aαΓ(α + 1)

∞∑

l=0

(2a)σSa,α;σ
l f ∗a,α ϕa,α

l , α ≥ −1/2,

where

Sa,α;σ
l =

Γ
(

a(2l+α+1)
2a

+ 1+σ
2

)

Γ
(

a(2l+α+1)
2a

+ 1−σ
2

) ,

because such fractional powers of the operator correspond to the conformally invariant frac-

tional powers of sublaplacian L on Heisenberg groups when we consider the conformally

invariant fractional powers Lσ (see [33]) acting on the functions of the form eitf (|z|). In

short, we write

La,α;σ = (2a)σ
Γ

(
La,α

2a
+ 1+σ

2

)

Γ
(

La,α

2a
+ 1−σ

2

) .

The motivation for this definition goes back to [9, (1.33)], for instance.

For δ > 0 and α ≥ −1/2, denote

ωδ,a
α,σ(r) := cα,σ

(
δ + 2

a
ra

)−(α+1+σ)/2
K(α+1+σ)/2

(
δ + 2

a
ra

2

)
,
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where Kν is the Macdonald’s function of order ν (see [28, Chapter 5, Section 5.7]), and cα,σ

is the constant

cα,σ :=

√
π21−σ

Γ ((α + 2 + σ)/2)
.

In [12], the authors proved a Hardy inequality for the fractional Laguerre operator for the

case of a = 2 using ground state representation.

Theorem 3.3. ([12, Theorem 1.1]) Let 0 < σ < 1, δ > 0, and 2α + 1 > 0. Then

Bδ
α,σ

∫ ∞

0

|f(r)|2
(δ + r2)σ dµα(r) ≤ 4σ

δσ

(
Bδ

α,σ

)2
∫ ∞

0

|f(r)|2 ωδ
α,σ(r)

ωδ
α,−σ(r)

dµα(r) ≤ 〈
Lα,σf, f

〉
dµα

for all f ∈ C∞
0 (0,∞).

Taking f as the Laguerre functions for the case of a = 2, and then substituting r by√
2
a
r

a
2 , we get

Bδ
α,σ

∫ ∞

0

|ϕ̃a,α
l (r)|2(

δ +
2

a
ra

)σ dµa,α(r) ≤ 4σ

δσ

(
Bδ

α,σ

)2
∫ ∞

0

|ϕ̃a,α
l (r)|2 ωδ,a

α,σ(r)

ωδ,a
α,−σ(r)

dµa,α(r)

≤
〈(

2

a
La,α

)

σ

ϕ̃a,α
l , ϕ̃a,α

l

〉

dµa,α

for α ≥ −1/2. Here
(

2
a
La,α

)
σ

= 4σ
Γ

(
2
a La,α

4
+ 1+σ

2

)

Γ

(
2
a La,α

4
+ 1−σ

2

) and it equals to
(

2
a

)σ
La,α;σ.

Then using the expansion via Laguerre functions, we derive the Hardy inequality for

the fractional a-deformed Laguerre operator.

Theorem 3.4. ([41]) Let 0 < σ < 1, δ > 0, and α ≥ −1/2. Then

(a

2

)σ

Bδ
α,σ

∫ ∞

0

|f(r)|2(
δ +

2

a
ra

)σ dµa,α(r) ≤
(

2a

δ

)σ (
Bδ

α,σ

)2
∫ ∞

0

|f(r)|2 ωδ,a
α,σ(r)

ωδ,a
α,−σ(r)

dµa,α(r)

≤ 〈La,α;σf, f〉dµa,α

for all f ∈ C∞
0 (0,∞).

3.2 Spherical harmonic expansion of the (k, a)-generalized Laguerre semigroup

The holomorphic semigroup related to the a-deformed Laguerre operator La,α is defined

on L2((0,∞) , dµa,α) by

Ia,α;zf = e−
z
a
La,αf, <z ≥ 0. (3.7)
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3.2 Expansion 3 FRACTIONAL HARDY INEQUALITIES

From the spectral decomposition of La,α it equals to

2α+1

aαΓ(α + 1)

∞∑

l=0

e−z(2l+α+1)f ∗a,α ϕa,α
l .

We will show that this a-deformed Laguerre holomorphic semigroup reduces to a-

deformed Hankel transform Ha,α when taking the boundary value z = πi
2
. The operators La,α

also give an explicit expression of the radial part Ω
(m)
k,a (γz) of the (k, a)-generalized Laguerre

semigroup on each k-spherical component Hm
k

(
RN

)
defined via decomposition of unitary

representation in [8, Section 4.1], i.e., Ω
(m)
k,a (γz) f(s) = smIa,λk,a,m;z

(
(·)−m f

)
(s), <z ≥ 0,

s > 0 for f ∈ L2
(
R+, r 2〈k〉+N+a−3dr

)
and λk,a,m ≥ −1/2 as will be shown in Section 3.4. We

denote λa := 2〈k〉+N−2
a

.

Theorem 3.5. ([41]) For any function f ∈ L2 ((0,∞) , dµa,α), α ≥ −1/2, we have

e(α+1)πi/2Ia,α;πi
2
(f) = Ha,α(f),

where the a-deformed Hankel transform is defined as

Ha,α(f)(r) =
1

aαΓ(α + 1)

∫ ∞

0

f(s)jα

(
2

a
r

a
2 s

a
2

)
saα+a−1 ds

and jα(t) = 2αΓ(α + 1)t−αJα (t) is the normalized Bessel function.

We will then give a spherical harmonic expansion of the (k, a)-generalized Laguerre

semigroup.

Theorem 3.6. ([41])(Spherical harmonic expansion of the (k, a)-generalized Laguerre semi-

group) For f ∈ L2
(
RN , ϑk,a (x) dx

)
, 4 〈k〉 + 2N + a − 4 ≥ 0, and x ∈ RN , x = rx′, with

r ∈ R+, x′ ∈ SN−1, we have

Ik,a (z) f (x) =
∑
m,j

Ym,j(x
′)rmIa,λk,a,m;z

(
(·)−m fm,j

)
(r) , (3.8)

where <z ≥ 0. Specially, the (k, a)-generalized Laguerre semigroup reduces to the one

dimensional a-deformed Laguerre holomorphic semigroup for radial functions, that is, for

f = f0 (‖·‖), f0 ∈ L2
(
R+, r 2〈k〉+N+a−3dr

)
and r = ‖x‖, we have

Ik,a (z) f (x) = (Ik,a (z) f)0 (r) , (Ik,a (z) f)0 (r) = Ia,λa;z(f0) (r) .
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3.2 Expansion 3 FRACTIONAL HARDY INEQUALITIES

Remark 3.7. i). This theorem, together with (1.1) and Theorem 3.5, imply the Bochner-type

identity in [8, Theorem 5.21], which was used in [23] for Schwartz functions to prove Pitt’s

inequalities for the generalized Fourier transform. That is, taking the boundary value z = πi
2
,

the expansion reduces to

Fk,af(x) =
∑
m,j

e−iπm/aYm,j(x
′)rmHa,λk,a,m

(
(·)−m fm,j

)
(r) . (3.9)

This theorem also generalizes the result in [43] that Hermite semigroups reduce to Laguerre

semigroups of type N
2
− 1 (the case of a = 2 and k = 0) for radial functions on RN .

ii). When a = 2 and z = 2t, t > 0, the expansion reduces to the formula given in Theorem

4.5 in [12], but our proof is different from that in [12] even in this case because we used the

new tools introduced by S. Ben Säıd, T. Kobayashi and B. Ørsted [8] in the development of

(k, a)-generalized Fourier analysis.

Proof of Theorem 3.5.

Define

qa,α;z(r) :=
2α+1

aαΓ(α + 1)

∞∑

l=0

e−z(2l+α+1)ϕa,α
l (r) =

(
2

a

)α

q2,α;z

(√
2

a
r

a
2

)
.

Then we can write

e−
z
a
La,αf = f ∗a,α qa,α;z.

We give the kernel of the holomorphic semigroup Ia,α;z.

Lemma 3.8. Let α ≥ −1/2, <z ≥ 0 and z 6= 0, we have that

T a,α
r qa,α;z(s) =

e−
coth z

a
(ra+sa)

(r
a
2 s

a
2 )α sinh z

Iα

(
2
a
r

a
2 s

a
2

sinh z

)
,

where Iα is the modified Bessel function of the first kind and order α, see [28, Chapter 5,

Section 5.7].

Proof. For the case when a = 2, we take w = e−z in the equality (see [42, p. 83])

∞∑
n=0

Γ(n + 1)

Γ(n + α + 1)
ϕα

n(r)ϕα
n(s)w2n

= (1− w2)−1(rsw)−α exp
{
− 1

2

(1 + w2

1− w2

)
(r2 + s2)

}
Iα

( 2wrs

1− w2

)
, |w| < 1.
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Then we get the Lemma for a = 2. And it reduces to Lemma 3.2 in [12] when z = 2t, t > 0

in this case.

For the general case of a > 0, change variables

r =
(a

2

)1/a

r
2/a
1 , s =

(a

2

)1/a

s
2/a
1 .

Then we get

T a,α
r qa,α;z(s) =

(
2

a

)α

T α
r1

q2,z;α(s1)

=

(
2

a

)α
e−

coth z
2

(r2
1+s2

1)

(r1s1)α sinh z
Iα

( r1s1

sinh z

)
=

e−
coth z

2
2
a
(ra+sa)

(r
a
2 s

a
2 )α sinh z

Iα

(
2
a
r

a
2 s

a
2

sinh z

)
.

The proof of Lemma 3.8 is therefore completed. This Lemma can also be deduced from

Hille–Hardy identity directly.

Let z = iπ
2
. Then from formula (5.7.4) in [28],

Iα

(
2
a
r

a
2 s

a
2

sinh iπ
2

)
= e−απi/2Jα

(
2

a
r

a
2 s

a
2

)
= e−απi/2

(
2
a
r

a
2 s

a
2

)α

2αΓ(α + 1)
jα

(
2

a
r

a
2 s

a
2

)
.

So

Ia,α;i π
2
f(r) = f ∗a,α qa,α;i π

2
(r) =

∫ ∞

0

f(s)T a,α
r qa,α;i π

2
(s)saα+a−1 ds

= e−(α+1)πi/2 1

aαΓ(α + 1)

∫ ∞

0

f(s)jα

(
2

a
r

a
2 s

a
2

)
saα+a−1 ds = e−(α+1)πi/2Ha,α(f)(r).

The proof of Theorem 3.5 is therefore completed. 2

Consider the orthonormal basis (2.2) of Hm
k

(
RN

) |SN−1 . Accordingly, we have the h-

harmonic expansion for f ∈ L2
(
RN , ϑk,a (x) dx

)
,

f (rx′) =
∞∑

m=0

d(m)∑
i=1

fm,i(r)Y
m
i (x′), (3.10)

where

fm,i(r) =

∫

SN−1

f (rx′) Y m
i (x′)ϑk,a(x

′)dσ(x′).

Proof of Theorem 3.6. By Lemma 3.1, the a-deformed Laguerre holomorphic semigroup can

also be written as

Ia,α;zf =
∞∑

l=0

e−z(2l+α+1)〈f, ϕ̃a,α
l 〉dµa,α

ϕ̃a,α
l .
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We then apply the spherical harmonic expansion (3.10) to the spectral definition (2.9) of

Ik,a(z)f (x). By (2.4) and by noticing that

ϕ̃
a,λk,a,m

l (r) = r−mψ
(a)
l,m(r)

when λk,a,m ≥ −1/2, we have

Ik,a(z)f (x) =
∑

l,m,j

e−z(2l+λk,a,m+1)
〈
f, Φ

(a)
l,m,j

〉
k,a

Φ
(a)
l,m,j (x)

=
∞∑

m=0

d(m)∑
j=0

∞∑

l=0

∫ ∞

0

fm,j (r) ψ
(a)
l,m (r) r2〈k〉+N+a−3dr·

e−z(2l+λk,a,m+1)ψ
(a)
l,m (r) Ym,j(x

′)

=
∞∑

m=0

d(m)∑
j=0

∞∑

l=0

∫ ∞

0

fm,j (r) r−mϕ̃
a,λk,a,m

l (r) raλk,a,m+a−1dr·

e−z(2l+λk,a,m+1)ϕ̃
a,λk,a,m

l (r) rmYm,j(x
′)

=
∑
m,j

Ym,j(x
′)rmIa,λk,a,m;z

(
(·)−m fm,j

)
(r) .

For f(x) = Ym,j (x′) ψ(r), ψ(r) ∈ L2
(
R+, r 2〈k〉+N+a−3dr

)
, x = rx′, we have the follow-

ing Hecke-Bochner identity for the (k, a)-generalized Laguerre semigroups,

Ik,a(z)f (x) = Ym,j(x
′)rmIa,λk,a,m;z

(
(·)−m ψ

)
(r) .

Taking m = 0, we get the special case for radial functions. The proof of Theorem 3.6 is

therefore completed. 2

Define the a-deformed Dunkl–Hermite heat semigroup with infinitesimal generator ∆k,a

as T k,a
t f := Ik,a (ta) f, t > 0 and the a-deformed Laguerre heat semigroup as Ta,α;tf :=

Ia,α;taf, t > 0. Then from Theorem 3.6,

T k,a
t f (x) =

∑
m,j

Ym,j(x
′)rmTa,λk,a,m,t

(
(·)−m fm,j

)
(r) . (3.11)

It reduces to the equation in Theorem 4.5 in [12] when a = 2.

Remark 3.9. The case of a = 2 of the above argument gives a new proof of the Theorem

4.5 in [12]. In [12] the authors proved the Theorem 4.5 by using Dunkl–Hermite expansions

and proving the identity for Dunkl–Hermite projections first. But if we use the basis given in
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terms of Laguerre polynomials, which are also the eigenfunctions of Dunkl Hermite operators,

the theorem can be proven directly from the above. For radial functions it was shown in [43]

in classical case that Hermite expansions reduce to Laguerre expansions. The Heisenberg

uncertainty principle for Dunkl transforms was also proved using the two different expansions

successively. It was first proved by Rösler using Dunkl–Hermite expansions (see [34]), and

was then proved in [8, Section 5.7] using the tools we refer to in this paper as well (see [37]

also for a proof using the basis given by Dunkl [20] in terms of Laguerre polynomials).

3.3 Proof of Theorem 3.1

Now we use the following Lemma (see [12]) to give the expansion of the fractional

(k, a)-generalized harmonic ocillator into fractional a-deformed Laguerre operator (there is a

constant missed in [12, Lemma 3.4]. Here we give the corrected Lemma).

Lemma 3.10. ([12, Lemma 3.4]) Let 0 < σ < 1, and λ ∈ R such that λ + σ > −1. Then,

2σ |Γ (−σ)| Γ
(

λ
2

+ 1+σ
2

)

Γ
(

λ
2

+ 1−σ
2

) =

∫ ∞

0

(cosh t− 1) (sinh t)−σ−1 dt +

∫ ∞

0

(
1− e−tλ

)
(sinh t)−σ−1 dt.

Denote by Eσ := aσ

|Γ(−σ)|
∫∞

0
(cosh t− 1) (sinh t)−σ−1 dt. Then

La,α;σf (r) =
2α+1

aαΓ(α + 1)

∞∑

l=0

(2a)σSa,α;σ
l f ∗a,α ϕa,α

l (r)

= Eσf (r) +
aσ

|Γ (−σ)|
∫ ∞

0

(
f (r)− Ta,α;t/af (r)

)
(sinh t)−σ−1 dt.

Given 0 < σ < 1, we define conformally invariant fractional (k, a)-generalized harmonic

ocillator (−4k,a)σ to be the operator

(−4k,a)σ = (2a)σ
Γ

(
−∆k,a

2a
+ 1+σ

2

)

Γ
(
−∆k,a

2a
+ 1−σ

2

) .

So, in view of (2.6), (−4k,a)σ corresponds to the spectral multiplier (2a)σΓ
(

2l+λk,a,m+1

2
+ 1+σ

2

)
/

Γ
(

2l+λk,a,m+1

2
+ 1−σ

2

)
and it equals to

Eσf (x) +
aσ

|Γ (−σ)|
∫ ∞

0

(
f (x)− T k,a

t/a f (x)
)

(sinh t)−σ−1 dt

from Lemma 3.10. For a = 2, it should coincide with the fractional Dunkl–Hermite operator

in [12] (there is a constant factor missed in the definition given in [12]).
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By formula (3.11),

(−4k,a)σ f (x) = Eσf (x) +
aσ

|Γ (−σ)|
∫ ∞

0

(
f (x)− T k,a

t/a f (x)
)

(sinh t)−σ−1 dt

=
∑
m,j

Ym,j(x
′)rm

[
Eσr

−mfm,j (r)

+
aσ

|Γ (−σ)|
∫ ∞

0

(
r−mfm,j (r)− Ta,λk,a,m,t/a

(
(·)−m fm,j

)
(r)

)
(sinh t)−σ−1 dt

]

=
∑
m,j

Ym,j(x
′)rm

[
Eσgm,j (r)

+
aσ

|Γ (−σ)|
∫ ∞

0

(
gm,j (r)− Ta,λk,a,m,t/agm,j (r)

)
(sinh t)−σ−1 dt

]

=
∑
m,j

Ym,j(x
′)rmLa,λk,a,m;σgm,j (r) ,

where gm,j (r) = r−mfm,j (r).

The following Lemma was found by Yafaev [46] for v = m/2, m ∈ N, and was then

proved in [23] for any v > 0.

Lemma 3.11. ([23, Lemma 2.3]) If v > 0, then

Γ (t + v)

Γ (τ + v)
<

Γ (t)

Γ (τ)
, 0 < t < τ.

We can then start to prove the fractional Hardy inequality in Theorem 3.1 using the

above expansion and lemma. By Theorem 3.4 we have

〈
(−4k,a)σ f, f

〉
L2(RN ,ϑk,a(x)dx) =

∞∑
m=0

d(m)∑
j=1

〈
La,λk,a,m;σgm,j, gm,j

〉
L2

(
(0,∞),dµa,λk,a,m

(r)
)

≥
∞∑

m=0

d(m)∑
j=1

(
2a

δ

)σ (
Bδ

λk,a,m,σ

)2
∫ ∞

0

|gm,j(r)|2
ωδ,a

λk,a,m,σ(r)

ωδ,a
λk,a,m,−σ(r)

dµa,λk,a,m
(r)

=
∞∑

m=0

d(m)∑
j=1

(
2a

δ

)σ (
Bδ

λk,a,m,σ

)2
∫ ∞

0

|fm,j(r)|2
ωδ,a

λk,a,m,σ(r)

ωδ,a
λk,a,m,−σ(r)

dµa,λa(r).

Then by Lemma 3.11 and a similar argument as in the end of the proof in [12],

(
2a

δ

)σ (
Bδ

λk,a,m,σ

)2 ωδ,a
λk,a,m,σ(r)

ωδ,a
λk,a,m,−σ(r)

=
(a

2

)σ

δσ
Γ

(
λk,a,m+2+σ

2

)

Γ
(

λk,a,m+2−σ

2

) K(λk,a,m+1+σ)/2

(
(δ + 2

a
ra)/2

)

K(λk,a,m+1−σ)/2

(
(δ + 2

a
ra)/2

) (
δ + 2

a
ra

)−σ
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≥
(a

2

)σ

δσ Γ
(

λa+2+σ
2

)

Γ
(

λa+2−σ
2

) (
δ + 2

a
ra

)−σ
=

(a

2

)σ

Bδ
λa,σ

(
δ + 2

a
ra

)−σ
.

Therefore,

〈
(−4k,a)σ f, f

〉
L2(RN ,ϑk,a(x)dx) ≥

∑
m,j

(
2a

δ

)σ (
Bδ

λk,a,m,σ

)2
∫ ∞

0

|fm,j(r)|2
ωδ,a

λk,a,m,σ(r)

ωδ,a
λk,a,m,−σ(r)

dµa,λa(r)

≥
(a

2

)σ

Bδ
λa,σ

∑
m,j

∫ ∞

0

|fm,j(r)|2
(
δ + 2

a
ra

)−σ
dµa,λa(r)

=
(a

2

)σ

Bδ
λa,σ

∫

RN

|f(x)|2(
δ + 2

a
‖x‖a)σ ϑk,a (x) dx.

The proof of Theorem 3.1 is completed.

3.4 Relationship with sl2-representation

Consider the map

α
(m)
k,a : Hm

k (RN)|SN−1 ⊗ L2(R+, r2〈k〉+N+a−3dr) −→ L2
(
RN , ϑk,a(x)dx

)

defined by

α
(m)
k,a (p⊗ f)(x) = p

( x

‖x‖
)
f(‖x‖)

for p ∈ Hm
k (RN)|SN−1 and f ∈ L2(R+, r2〈k〉+N+a−3dr).

It follows that the unitary representation Ωk,a of ˜SL(2,R) on the Hilbert space L2(RN ,

ϑk,a(x)dx) induces a family of unitary operators Ω
(m)
k,a (γz) on L2(R+, r2〈k〉+N+a−3dr) such that

(see [BSKØ, (4.3)])

α
(m)
k,a

(
p⊗ Ω

(m)
k,a (γz)(f)

)
= Ωk,a(γz)

(
α

(m)
k,a (p⊗ f)

)
. (3.12)

Then from (2.7), (2.8), πK(λk,a,m) is integrable and dΩ
(m)
k,a = πK(λk,a,m). And in [8, Sec-

tion 4.1] they showed that the unitary operator Ω
(m)
k,a (γz) on L2

(
R+, r 2〈k〉+N+a−3dr

)
can be

expressed as

Ω
(m)
k,a (γz) f(r) =

∫ ∞

0

Λ
(m)
k,a (r, s; z) f(s)s2〈k〉+N+a−3ds, (3.13)

where Λ
(m)
k,a (r, s; z) has its closed formula (see [8, (4.11)])

Λ
(m)
k,a (r, s; z) =

(rs)−〈k〉−
N
2

+1

sinh z
e−

coth z
a

(ra+sa)Iλk,a,m

(
2
a
r

a
2 s

a
2

sinh z

)
.
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The integral on the right hand side of (3.13) converges for f ∈ L2
(
R+, r 2〈k〉+N+a−3dr

)

if <z > 0 and for all f in the dense subspace of L2
(
R+, r 2〈k〉+N+a−3dr

)
spanned by the

functions
{

ψ
(a)
l,m(r) : l ∈ N

}
if <z = 0 (see (2.3) for the definition of ψ

(a)
l,m(r)). We give an

explicit expression of Ω
(m)
k,a (γz) in this section via the a-deformed Laguerre operator La,α (see

[4] for the case of a = 2 on such expression).

Theorem 3.12. ([41]) Assume λk,a,m ≥ −1/2, <z ≥ 0 and s > 0. Then Ω
(m)
k,a (γz) acting on

L2
(
R+, r 2〈k〉+N+a−3dr

)
has the form

Ω
(m)
k,a (γz) f(s) = smIa,λk,a,m;z

(
(·)−m f

)
(s) .

Thus
d

dz

∣∣∣∣
z=0

Ω
(m)
k,a (γz) f(s) = πK(λk,a,m)(k)f(s) = −sm 1

a
La,λk,a,m

(
(·)−m f

)
(s) .

Proof. We can take α as λk,a,m in Lemma 3.8, then we get

T a,λk,a,m
r qa,λk,a,m;z(s) = (rs)−mΛ

(m)
k,a (r, s; z) . (3.14)

For every f in the dense subspace of L2
(
R+, r 2〈k〉+N+a−3dr

)
spanned by the functions{

ψ
(a)
l,m(r) : l ∈ N

}
, we have

Ω
(m)
k,a (γz) f(s) =

∫ ∞

0

f(r)Λ
(m)
k,a (r, s; z) r 2〈k〉+N+a−3dr

= sm

∫ ∞

0

r−mf(r)T a,λk,a,m
r qa,λk,a,m;z(s)r

2m+2〈k〉+N+a−3dr

= smIa,λk,a,m;z

(
(·)−m f

)
(s) .

Remark 3.13. i). From this theorem, the spherical harmonic expansion of the (k, a)-

generalized Laguerre semigroup (3.8) can be derived directly. Taking p as Y m
i in (3.12),

we have

Ωk,a(γz) (fm,i(r)Y
m
i (x′)) = Y m

i (x′)Ω(m)
k,a (γz) (fm,i(r))

for every fm,i(r)Y
m
i (x′), Then by summing up, we can derive (3.8).

ii). Taking m = 0, we get the formula of 4k,a on radial Schwartz functions f = f0 (‖·‖),
f0 ∈ S (R+),

4k,af(x) = −La,λa (f0) (r) , r = ‖x‖ .
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This is equivalent to the formula of Dunkl Laplacian 4k on radial functions in [30, Proposi-

tion 4.15], i.e.,

4k =
d2

dr2
+

2 〈k〉+ N − 1

r

d

dr
.

iii). In [4], there is a comparable result on expressing each m-component of the representation
(
ωk,a,Wk,a

(
RN

))
via differential operators.
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4 THE GENERALIZED TRANSLATION OPERATOR

4 The generalized translation operator

Assume 2 〈k〉+ N + a− 3 ≥ 0. For a = 2
n
, n ∈ N, one can define the (k, a)-generalized

translation on L2
(
RN , ϑk,a (x) dx

)
as

Fk,a (τyf) (ξ) := Bk,a (y, ξ) Fk,a (f) (ξ) , ξ ∈ RN .

The above definition makes sense because for a = 2
n
, n ∈ N, Fk,a is an isometry on

L2
(
RN , ϑk,a (x) dx

)
from the inversion formulae, and its integral kernel Bk,a(x, y) satisfies

the uniform boundedness condition (2.14). In this case the (k, a)-generalized translation can

also be written via an integral as

τyf (x) = ck,a

∫

RN

Bk,a (x, ξ) Bk,a (y, ξ) Fk,a (f) (ξ) ϑk,a (ξ) dξ

for f ∈ L1
k

(
RN

)
, where

L1
k

(
RN

)
:=

{
f ∈ L1

(
RN , ϑk,a (x) dx

)
: Fk,a (f) ∈ L1

(
RN , ϑk,a (x) dx

)}
.

This formula holds true on Schwartz space S (
RN

)
since S (

RN
)

is a subspace of L1
k

(
RN

)
.

For the two cases of a = 1 and a = 2, the analytic structure is richer because we

have the formulas for radial functions of the generalized translation for the two special cases.

The radial formula for a = 2 ( for the Dunkl translation) was found by Rösler [34] and

for a = 1 it was found by S. Ben Säıd and L. Deleaval [5]. The generalized translation

operator τx corresponds to the classical translation operator f 7→ f(x − ·) for a = 1, and

corresponds to f 7→ f(x + ·) for a = 2. This is because for a = 1, the inversion formula of

the generalized Fourier analysis is F−1
k,1 (f) = Fk,1 (f), and for a = 2, the inversion formula is

(
F−1

k f
)
(x) = (Fkf) (−x). We will study the generalized translation for the two cases in the

following. And in particular, we will investigate the support of the generalized translations

of radial functions. Such results in the chapter for a = 2 was in my paper [39] and that for

a = 1 was in my paper [40]. And for the case of a = 1, we will need to study the metric space

(also contained in [40]) corresponding to the (k, 1)-generalized analysis in order to investigate

the support of translations of functions.

4.1 The case of a = 2 (the Dunkl case)

The generalized translation for a = 2 (called Dunkl translation) on L1(mk) can also be

defined by the intertwining operator as

τxf (y) = (Vk)y(Vk)x

[
(Vk)

−1 (f) (x + y)
]
.
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4.1 The case of a = 2 (the Dunkl case)4 THE GENERALIZED TRANSLATION OPERATOR

Here are some basic properties of Dunkl translations.

1. (identity) τ0 = I;

2. (Symmetry) τxf(y) = τyf(x), x, y ∈ RN , f ∈ S(RN);

3. (Commutativity) Tξ(τxf) = τx(Tξf), x, ξ ∈ RN ;

4. (Skew − symmetry)∫

RN

τxf(y)g(y)dmk(y) =

∫

RN

f(y)τ−xg(y)dmk(y), x ∈ RN , f, g ∈ S(RN).

The Dunkl translations can be defined on Lp(mk), 1 ≤ p ≤ ∞ in the distributional sense

due to the latter formula. Further,
∫

RN

τxf(y)dmk(y) =

∫

RN

f(y)dmk(y), x ∈ RN , f ∈ S(RN). (4.1)

The following formula for radial functions was first proved by Rösler [34] for Schwartz

functions, and was then extended to all continuous radial functions in [15]:

τxf(−y) =

∫

RN

(f̃ ◦ A)(x, y, η)dµx(η), x, y ∈ RN , (4.2)

where f(x) = f̃(‖x‖) and

A(x, y, η) =

√
‖x‖2 + ‖y‖2 − 2 〈y, η〉 =

√
‖x‖2 − ‖η‖2 + ‖y − η‖2.

For any η ∈ co(G.x), we have

A(x, y, η) ≥ min
g∈G

‖y − gx‖ . (4.3)

It follows from the symmetry of Dunkl translations that (see [21])

τ−xf(y) = τyf(−x) = τxf(−y), x, y ∈ RN , f ∈ Srad(RN).

The Dunkl convolution of Schwartz functions is defined by

(f ∗ g)(x) =

∫

RN

f(y)τxg(−y)dmk(y),

or can be written as

(f ∗ g)(x) =

∫

RN

(Fkf)(ξ)(Fkg)(ξ)E(ix, ξ)dmk(ξ).

The following are some basic properties of Dunkl convolution,

1. Fk(f ∗ g) = Fkf · Fkg;
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4.1 The case of a = 2 (the Dunkl case)4 THE GENERALIZED TRANSLATION OPERATOR

2. Fk(f · g) = Fkf ∗ Fkg;

3. f ∗ g = g ∗ f ;

4. (f ∗ g) ∗ h = f ∗ (g ∗ h);

5. ‖f ∗ g‖2, k ≤ ‖f‖1, k‖g‖2, k, f ∈ L1(mk), g ∈ L2(mk).

The following theorem (part ii) shows that the support of τ−xf obtained in [14, Theorem

1.7] (part i of the following Theorem) is precise when the multiplicity function k > 0. The

preciseness has been proved for characteristic functions by Gallardo and Rejeb [21] and we

extend the result to any nonnegative radial functions on L2(mk) in the following theorem.

Here B(x, r) denotes the closed ball {y ∈ RN : ‖x− y‖ ≤ r}.

Theorem 4.1. If f ∈ L2(mk) and suppf ⊆ B(0, r), then for any x ∈ RN

i).([14, Theorem 1.7])

suppτxf(−·) ⊆
⋃
g∈G

B(gx, r).

ii).([39]) If the multiplicity function k > 0 and let f be a nonnegative radial function on

L2(mk), suppf = B(0, r), then

suppτxf(−·) =
⋃
g∈G

B(gx, r).

Proof. ii). It suffices to prove that

suppτxf(−·) ⊇
⋃
g∈G

B(gx, r).

Firstly, we will prove for continuous nonnegative radial functions. Suppose there exists

a y ∈ ⋃
g∈G

B(gx, r), that is, there exists a g ∈ G, ‖y − gx‖ ≤ r, such that y 6∈ suppτxf (−·),
that is, there exists ε > 0, for any z ∈ B(y, ε),

0 = τxf(−z) =

∫

RN

f̃(

√
‖x‖2 + ‖z‖2 − 2 〈z, η〉)dµx(η),

then

f̃(

√
‖x‖2 + ‖z‖2 − 2 〈z, η〉) = 0, for any η ∈ suppµx.

By a result of Gallardo and Rejeb (see [21]), that the orbit of x, G.x, is contained in the

support of µx if k > 0, for the above g we can select η = gx, then f(z−gx) = f̃(‖z − gx‖) = 0.
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4.2 The case of a = 1 4 THE GENERALIZED TRANSLATION OPERATOR

For any z1 ∈ B(y − gx, ε), z1 + gx ∈ B(y, ε), and so f (z1) = f(z1 + gx − gx) = 0, which

means y − gx 6∈ suppf , and this leads to a contradiction to that suppf = B(0, r).

Then for any nonnegative radial functions f on L2(mk), suppf = B(0, r), by the den-

sity of continuous functions with compact support B(0, r) in L2(B(0, r),mk), there exists a

sequence of continuous nonnegative radial functions gn whose support is B(0, r), such that

f/2 can be approximated by gn with respect to L2-norm. So for any nonnegative smooth

function ϕ on RN with compact support,
∫

gnϕ → ∫
f
2
ϕ. If (suppϕ)◦ ∩ B(0, r) 6= ∅, then

∫
fϕ > 0, where A◦ stands for the interior of A for any A ⊆ RN . So there exists a sufficiently

large natural number L such that
∫

gLϕ <
∫

fϕ. If (suppϕ)◦ ∩ B(0, r) = ∅, then for any

n ∈ N,
∫

gnϕ =
∫

fϕ = 0. So for any nonnegative smooth function ϕ on RN with compact

support,
∫

gLϕ ≤ ∫
fϕ. Thus gL ≤ f a.e. and

∫
τ−xgL ·ϕ ≤

∫
τ−xf ·ϕ by positivity of Dunkl

translations on radial functions. Let D = (suppτ−xf)c, then D is the largest open set such

that 0 =
∫

τ−xf · ϕ for any smooth functions functions ϕ with compact support in D. If

ϕ ≥ 0, then
∫

τ−xgL · ϕ = 0. Then by τ−xgL ≥ 0,

⋃
g∈G

B(gx, r) = suppτ−xgL ⊆ Dc = suppτ−xf.

Remark 4.2. This theorem does not hold for k > 0. For example, for any nontrival finite

reflection group G, we can take k = 0. Then suppτxf(−·) = B(x, r) when suppf = B(0, r)

and is obviously not
⋃

g∈G B(gx, r) since G is nontrival. We refer to [21, Example 3.1] for

more counterexamples.

4.2 The case of a = 1

The generalized translation τy for a = 1 satisfies the following properties:

(1). For every x, y ∈ RN ,

τyf (x) = τxf (y) , f ∈ S (
RN

)
. (4.4)

(2). For every y ∈ RN ,

∫

RN

τyf (x) g (x) ϑk,1 (x) dx =

∫

RN

f (x) τyg (x) ϑk,1 (x) dx, f, g ∈ S (
RN

)
. (4.5)

Here the property (1) corresponds to τyf (x) = τ−xf (−y) and (2) corresponds to the skew-

symmetry in classical Fourier analysis and Dunkl analysis.
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4.2 The case of a = 1 4 THE GENERALIZED TRANSLATION OPERATOR

For any radial function f ∈ S (
RN

)
, i.e., f(x) = f0 (‖x‖), 〈k〉 + N−2

2
> 0, τy can be

expressed as follows (see [5])

τyf(x) =
Γ

(
N−1

2
+ 〈k〉)√

πΓ
(

N−2
2

+ 〈k〉)×

Vk

(∫ 1

−1

f0

(
‖x‖+ ‖y‖ −

√
2 (‖x‖ ‖y‖+ 〈·, y〉)u

) (
1− u2

)N
2

+〈k〉−2
du

)
(x) . (4.6)

And so τy is positive on radial functions and can be extended as a bounded operator to the

space of all radial functions on Lp
(
RN , ϑk,1 (x) dx

)
, 1 ≤ p ≤ 2. Further, if f is a nonnegative

radial function on L1
(
RN , ϑk,1 (x) dx

)
, then

∫

RN

τyf (x) ϑk,1 (x) dx =

∫

RN

f (x) ϑk,1 (x) dx. (4.7)

The authors in [5] also gave a special case of the formula for radial functions

τy

(
e−λ‖·‖) (x) = Γ

(
〈k〉+

N − 1

2

)
e−λ(‖x‖+‖y‖)Vk

(
Ĩ〈k〉+N−3

2

(
λ
√

2(‖x‖ ‖y‖+ 〈x, ·〉)
))

(y) .

(4.8)

Now we construct the metric space corresponding to the (k, 1)-generalized setting. For

x, y ∈ RN , in view of the expression (4.6) of (k, 1)-generalized translation operators, we define

a function d from RN × RN to R as

d (x, y) : =

√
‖x‖+ ‖y‖ −

√
2 (‖x‖ ‖y‖+ 〈x, y〉)

=

√
‖x‖+ ‖y‖ − 2

√
‖x‖ ‖y‖ cos

θ

2
≥

∣∣∣
√
‖x‖ −

√
‖y‖

∣∣∣ ,

where θ = arccos 〈x,y〉
‖x‖‖y‖ , 0 ≤ θ ≤ π.

Proposition 4.3. ([40]) The function d (x, y) is a metric.

Proof. The symmetry property is obvious. For the positivity property, if d (x, y) = 0, then

‖x‖ = ‖y‖ and
√
‖x‖ − ‖x‖ cos θ

2
= 0 leading to θ = 0. Hence x = y.

Then we turn to prove the triangle inequality. Let

α = arccos
〈x, y〉
‖x‖ ‖y‖ , β = arccos

〈x, z〉
‖x‖ ‖z‖ , γ = arccos

〈z, y〉
‖z‖ ‖y‖ , 0 ≤ α, β, γ ≤ π.

Then we have β + γ ≥ α from the triangle inequality of the spherical distance. Therefore,

d (x, y) ≤
√
‖x‖+ ‖y‖ − 2

√
‖x‖ ‖y‖ cos

β + γ

2
.
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It suffices to show that√
‖x‖+ ‖y‖ − 2

√
‖x‖ ‖y‖ cos

β + γ

2
≤ d (x, z) + d (z, y) .

Take the square of the above inequality and eliminate some items. It suffices to show the

following inequality,

‖x‖ ‖y‖ sin2 β + γ

2
+ ‖x‖ ‖z‖ sin2 β

2
+ ‖z‖ ‖y‖ sin2 γ

2
+ 2 ‖z‖

√
‖x‖ ‖y‖ cos

β

2
cos

γ

2

+ 2 ‖x‖
√
‖z‖ ‖y‖ cos

β

2
cos

β + γ

2
+ 2 ‖y‖

√
‖z‖ ‖x‖ cos

γ

2
cos

β + γ

2

≥2 ‖x‖
√
‖z‖ ‖y‖ cos

γ

2
+ 2 ‖y‖

√
‖z‖ ‖x‖ cos

β

2
+ 2 ‖z‖

√
‖x‖ ‖y‖ cos

β + γ

2
.

And the inequality is equivalent to
(√

‖x‖ ‖y‖ sin
β + γ

2
−

√
‖x‖ ‖z‖ sin

β

2
−

√
‖z‖ ‖y‖ sin

γ

2

)2

≥ 0.

Proposition 4.3 is therefore proved.

Remark 4.4. i). For the one dimensional case, the metric d(x, y) recedes to

d(x, y) =





√
|x− y|, xy ≤ 0∣∣∣

√
|x| −

√
|y|

∣∣∣ , xy > 0
.

The ball with respect to this metric in this case was already used in [6] to define the generalized

Hardy–Littlewood maximal operator.

ii). A continuous rectifiable curve between two distinct points does not necessarily exist with

respect to this metric. For example, if we take x = −1 and y = 1 for the one dimensional

case, then distance between x and y with respect to the induced length metric is no less than

sup
n

∑n
i=1

√
2
n

= ∞.

Proposition 4.5. ([40])
(
RN , d

)
is a complete metric space.

Proof. We will show that d(x, y) is equivalent to the Euclidean metric. If yn → y with respect

to the Euclidean metric, then d (yn, y) → 0 obviously. If d (yn, y) → 0, then ‖yn‖ → ‖y‖.
Denote θn = arccos 〈yn,y〉

‖yn‖‖y‖ . Then
√

2 ‖y‖ − 2 ‖y‖ lim
n→∞

cos
θn

2
= 0.

So, limn→∞ cos θn = 1 and limn→∞ 〈yn, y〉 = ‖y‖2. Hence

lim
n→∞

‖yn − y‖ = lim
n→∞

√
‖yn‖2 + ‖y‖2 − 2 〈yn, y〉 = 0.
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The closure of an open ball in a metric space is not necessarily the closed ball. In [45]

the authors gave a sufficient but not necessary condition such that the closure of the open

ball is the closed ball. They showed that if the metric is weakly convex, i.e., for any two

different points x and y, there exists z 6= x, y, such that d(x, y) = d(x, z) + d(z, y). The

metric d we are concerned with is not weakly convex obviously but the closure of the open

ball with respect to this metric is still the closed ball.

Theorem 4.6. ([40]) The closure B0 (x, r) of the open ball B0 (x, r) = {y : d (y, x) < r} , r >

0 is the closed ball B(x, r).

Proof. Let y be a point RN distinct from x such that d(x, y) = r. We show that for any ε > 0,

there exists z ∈ B(y, ε), such that d(x, z) < r = d(x, y). Let Mx, x 6= 0 be the mapping

Mx : RN → [0, +∞), y 7→ d(x, y) and Lx(y) := Mx(y)2. It suffices to show that the

function Lx takes no minimum point on RN except at y = x. Notice that Lx is differentiable

on RN\ {0}. We calculate the points such that

0 =
∂Lx

∂yi

=
yi

‖y‖ −
‖x‖ yi

‖y‖ + xi√
2 (‖x‖ ‖y‖+ 〈x, y〉) , i = 1, 2, · · · , N.

By summing up the square, we get

√
2 (‖x‖ ‖y‖+ 〈x, y〉) = 2 ‖y‖ and xi = tyi, where t = 2− ‖x‖

‖y‖ .

Thus 2yi = |t| yi + tyi and y = x. For the point y = 0, consider the function

L (y1) := Lx (y1, 0, . . . , 0) = ‖x‖+ |y1| −
√

2 (‖x‖ |y1|+ x1y1)

=




‖x‖+ y1 −

√
2 (‖x‖+ x1) y1, y1 ≥ 0

‖x‖ − y1 −
√
−2 (‖x‖ − x1) y1, y1 < 0.

It does not take minimum at y1 = 0 obviously. Therefore, Lx takes no minimum point on

RN except at y = x.

The metric space
(
RN , d

)
, rather than the standard Euclidean metric space, is the nat-

ural metric space corresponding to the (k, 1)-generalized setting when metric is involved due

to the expression of the (k, 1)-generalized translation operators. In the following theorem we

give a characterization of support of the (k, 1)-generalized translation of a function supported

in B(0, r) =
{

y ∈ RN :
√
‖y‖ ≤ r

}
.
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Theorem 4.7. ([40]) Let f = f0 (‖·‖) be a nonnegative radial function on L2
(
RN , ϑk,1 (x) dx

)
,

supp f = B(0, r), then

suppτxf =
⋃
g∈G

B(gx, r).

Proof. We extend the formula of (k, 1)-generalized translations on radial Schwartz functions

(4.6) to all continuous radial functions on L2
(
RN , ϑk,1 (x) dx

)
first. The proof goes similar

to the Lemma 3.4 in [15]. The only difference is to take the set An in the proof as

An ≡ An(y) :=
{

x ∈ RN : 2−n ≤
∣∣∣
√
‖x‖ −

√
‖y‖

∣∣∣ ≤
√
‖x‖+

√
‖y‖ ≤ 2n

}

for n ∈ N and n ≥ 1
2
[log ‖y‖ / log 2] + 1, since

∣∣∣
√
‖x‖ −

√
‖y‖

∣∣∣ ≤
√
‖x‖+ ‖y‖ −

√
2 (‖x‖ ‖y‖+ 〈η, y〉)u ≤

√
‖x‖+

√
‖y‖

for η ∈ co(G.x) and u ∈ [−1, 1].

Then we prove the theorem for continuous nonnegative radial functions. For the proof

of suppτxf ⊆
⋃

g∈G B(gx, r), from the radial formula (4.6) of (k, 1)-generalized translations

and notice that for any η ∈ co(G.x) and u ∈ [−1, 1],

√
‖x‖+ ‖y‖ −

√
2 (‖x‖ ‖y‖+ 〈η, y〉)u ≥ min

g∈G
d (gx, y) , (4.9)

we have τxf(y) = 0 for y ∈
(⋃

g∈G B(gx, r)
)c

if suppf ⊆ B(0, r). For the converse part
⋃

g∈G B(gx, r) ⊆ supp τxf , we will show that
⋃

g∈G B0(gx, r) ⊆ supp τxf first. Suppose there

exists a y ∈ ⋃
g∈G B0(gx, r) for which y 6∈ supp τxf . Then there exists ε > 0, such that for

any z ∈ B(y, ε), we have z ∈ ⋃
g∈G B0(gx, r) (that is, there also exists a g ∈ G such that

d (z, gx) < r) and

0 = τxf(z) =
Γ

(
N−1

2
+ 〈k〉)√

πΓ
(

N−2
2

+ 〈k〉)×∫

RN

∫ 1

−1

f0

(
‖x‖+ ‖z‖ −

√
2 (‖x‖ ‖z‖+ 〈η, z〉)u

) (
1− u2

)N
2

+〈k〉−2
dudµx (η) .

Thus

f0

(
‖x‖+ ‖z‖ −

√
2 (‖x‖ ‖z‖+ 〈η, z〉)u

)
= 0

for any η ∈ supp µx and u ∈ [−1, 1]. Then from a result of Gallardo and Rejeb (see [21]),

that the orbit of x, G.x, is contained in supp µx, we can select u = 1 and η = gx for the above
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g. Then we get f0

(
d (gx, z)2) = 0 for all z ∈ B(y, ε). But d (z, gx) < r, which contradicts to

that supp f0 = [0, r2]. Then from Theorem 3.4, we get
⋃

g∈G B(gx, r) ⊆ supp τxf .

The conclusion for all nonnegative radial function on L2
(
RN , ϑk,1 (x) dx

)
can then be

derived from the density of continuous functions with compact support B(0, r) in L2(B(0, r),

ϑk,1 (x) dx) and the positivity of the (k, 1)-generalized translations on radial functions as in

the proof of Theorem 4.1.
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5 CALDERÓN–ZYGMUND THEORY

5 Calderón–Zygmund theory

We recall the Calderón–Zygmund theory on general homogeneous space first. Let (X, d)

be a metric space. Denote B(x, r) to be the ball B (x, r) := {y ∈ X : d (x, y) ≤ r} for x ∈ X.

If there exists a doubling measure m, i.e., there exists a measure m such that for some

absolute constant C,

m (B (x, 2r)) ≤ Cm (B (x, r)) , ∀x ∈ RN , r > 0, (5.1)

then (X, d) is a space of homogeneous type. The Calderón–Zygmund theory on a space of

homogeneous type (X, d, m) says that for f ∈ L1(X,m) ∩ L2(X,m) and λ >
‖f‖1
m(X)

, there

exists the Calderón–Zygmund decomposition f = h + b with b =
∑

j bj and a sequence of

balls (B(yj, rj))j =(Bj)j such that for some absolute constant C,

(i) ‖h‖∞ ≤ Cλ;

(ii) supp(bj) ⊂ Bj;

(iii)

∫

Bj

bj(x)dm(x) = 0;

(iv) ‖bj‖L1(X,m) ≤ C λ m(Bj);

(v)
∑

j

m(Bj) ≤ C
‖f‖L1(X,m)

λ
.

From the Calderón–Zygmund decomposition one can deduce that for a bounded operator S

on L2(X,m) associated with kernel K(x, y), if K(x, y) satisfies the Hörmander type condition

∫

d(x,y)>2d(y,y0)

|K(x, y)−K(x, y0)| dm(x) ≤ C, y, y0 ∈ RN ,

then the operator S can be extended to a bounded operator on Lp(X,m) (1 < p ≤ 2) and a

weakly bounded operator on L1(X,m)，i.e.,

‖Sf‖p ≤ Cp‖f‖p, if 1 ≤ p ≤ 2,

and

m {x : |S(f)(x)| > λ} ≤ C1

‖f‖p

λ
.

We refer to [13, Chapter III] for this theory.

40



5 CALDERÓN–ZYGMUND THEORY

We adapt the Calderón–Zygmund theory on homogeneous space to the context of (k, a)-

generalized Fourier analysis for a = 2 (Dunkl setting) and a = 1, respectively. For a = 2,

such adaption was already given in [2], and for a = 1, the adaption was contained in my

paper [40].

We define the distance between the two orbits G.x and G.y as dG (x, y) = min
g∈G

d (gx, y),

where d (x, y) denotes the metric corresponding to the (k, a)-generalized Fourier analysis for

a = 2 and 1. For a = 2, d(x, y) denotes the Euclidean metric, i.e., d(x, y) := ‖x− y‖, and for

a = 1, d (x, y) :=
√
‖x‖+ ‖y‖ −

√
2 (‖x‖ ‖y‖+ 〈x, y〉), as was studied in the last chapter.

Denote dmk,a(x) = ϑk,a (x) dx. We then show that the metric spaces (X, d, mk,a) for

both a = 2 and a = 1 are of homogeneous type. For a = 2, it was already shown in Section

2.2 that the measure is doubling with respect to the Euclidean metric. For a = 1, we consider

the ball B(x, r) with respect to the metric d (x, y) =
√
‖x‖+ ‖y‖ −

√
2 (‖x‖ ‖y‖+ 〈x, y〉).

The measure mk,1 satisfies the scaling property

mk,1

(
B

(
tx,
√

tr
))

= t2〈k〉+N−1mk,1 (B (x, r)) , t > 0. (5.2)

From polar coordinate transformation x = rω, r > 0, ω ∈ SN−1, we have

mk,1 (B(x, r)) =

∫

SN−1

∫

(0,+∞)

ρ+‖x‖−2
√

ρ‖x‖ cos θ
2
≤r2

ρ2〈k〉+N−2dρhk (ω) dω

u=
√

ρ
=

∫

SN−1

∫

(0,+∞)

u2+‖x‖−2u
√
‖x‖ cos θ

2
≤r2

u2(2〈k〉+N)−3duhk (ω) dω

z=uω
=

∫

E(xω ,r)

‖z‖2〈k〉+N−2 hk (z) dz,

where

θ = arccos
〈x, ω〉
‖x‖ , xω =

√
‖x‖ x + ‖x‖ω

‖x + ‖x‖ω‖ ,

and E (xω, r) denotes the Euclidean ball centered at xω with radius r. For the one dimensional

case, this expression coincides with that of the measure of the ball in the proof of Lemma 2.2

in [6]. So if 2 〈k〉 + N − 2 > 0, then for any x ∈ RN and r > 0, mk,1 (B (x, r)) is finite and

mk,1 (B(tx, r)) is nondecreasing as t grows. It is then easy to check that mk,1 is a doubling

measure when 2 〈k〉+N−2 > 0 combining (5.2). Therefore, for a = 1 and 2, (RN , d, mk,a) are

both spaces of homogeneous type, and for all f ∈ L1
(
RN , ϑk,a (x) dx

) ∩ L2
(
RN , ϑk,a (x) dx

)
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5 CALDERÓN–ZYGMUND THEORY

and λ > 0, there exists the corresponding Calderón–Zygmund decomposition of f satisfying

(i)–(v).

Now we are ready to give the Hörmander type condition adapted to (k, a)-generalized

setting for a = 1 or 2. The classical Hörmander type condition on a homogeneous space in

[13, Chapter III, Theorem 2.4] no longer holds in the (k, a)-generalized Fourier analysis, and

so we need a modification via the distance of orbits dG (x, y). The proof is borrowed from

that of Theorem 3.1 in [2].

Theorem 5.1. (See [2] for a = 2 and [40] for a = 1) For 2 〈k〉+ N + a− 3 > 0, a = 1 or 2,

let K be a measurable function on RN ×RN\{
(x, g.x) ; x ∈ RN , g ∈ G

}
and S be a bounded

operator on L2
(
RN , ϑk,a (x) dx

)
associated with the kernel K such that for any compactly

supported function f ∈ L2
(
RN , ϑk,a (x) dx

)
,

S (f) (x) =

∫

RN

K (x, y) f (y) ϑk,a (y) dy, G.x ∩ supp f = ∅.

If K satisfies
∫

dG(x,y)>2d(y,y0)

|K(x, y)−K(x, y0)|ϑk,a (x) dx ≤ C, y, y0 ∈ RN ,

then S extends to a bounded operator on Lp
(
RN , ϑk,a (x) dx

)
for 1 < p ≤ 2 and a weakly

bounded operator on L1
(
RN , ϑk,a (x) dx

)
.

Proof. We will show that S is weakly bounded on L1
(
RN , ϑk,a (x) dx

)
and conclude by

Marcinkiewicz interpolation. The proof is similar to that of Theorem 3.1 in [2] but we

repeat it here for reader’s convenience.

The proof consists in showing the following inequality on weakly L1-boundedness for

f = h and f = b :

ρλ(S(f)) := mk,a

(
{x ∈ RN ; |S(f)(x)| > λ

2
}
)
≤ C

‖f‖L1(RN ,ϑk,a(x)dx)

λ
. (5.3)

By using the L2-boundedness of S, we get

ρλ(S(h)) ≤ 4

λ2

∫

RN

|S(h)(x)|2dmk,a(x) ≤ C

λ2

∫

RN

|h(x)|2dmk,a(x). (5.4)

From (i) and (v),
∫

∪Bj

|h(x)|2dmk,a(x) ≤ Cλ2mk,a(∪Bj) ≤ Cλ ‖f‖L1(RN ,ϑk,a(x)dx) . (5.5)
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5 CALDERÓN–ZYGMUND THEORY

Since on (
⋃

j Bj)
c, f(x) = h(x), then

∫

(∪jBj)c

|h(x)|2dmk,a(x) ≤ Cλ ‖f‖L1(RN ,ϑk,a(x)dx) . (5.6)

From (5.4), (5.5) and (5.6), the inequality (5.3) holds for h.

Next we turn to the inequality (5.3) for the function b. Consider

B∗
j = B(yj, 2rj ); and Q∗

j =
⋃
g∈G

g.B∗
j .

Then

ρλ(S(b)) ≤ mk,a

( ⋃
j

Q∗
j

)
+ mk,a

{
x ∈

( ⋃
j

Q∗
j

)c

; |S(b)(x)| > λ

2

}
.

Now by (5.1) and (v)

mk,a

( ⋃
j

Q∗
j

)
≤ |G|

∑
j

mk,a(B
∗
j ) ≤ C

∑
j

mk,a(Bj) ≤ C
‖f‖L1(RN ,ϑk,a(x)dx)

λ
.

Furthermore, if x /∈ Q∗
j , we have

dG (x, yj) > 2d (y, yj) , y ∈ Bj.

Thus, from (iii) ,(ii), (iv) and (v)

∫

(∪Q∗j )c

|S(b)(x)|dmk,a(x)

≤
∑

j

∫

(Q∗j )c

|S(bj)(x)|dmk,a(x)

=
∑

j

∫

(Q∗j )c

∣∣∣∣
∫

RN

K(x, y)bj(y)dmk,a(y)

∣∣∣∣ dmk,a(x)

=
∑

j

∫

(Q∗j )c

∣∣∣∣
∫

RN

bj(y)
(
K(x, y)−K(x, yj)

)
dmk,a(y)

∣∣∣∣ dmk,a(x)

≤
∑

j

∫

RN

|bj(y)|
∫

(Q∗j )c

|K(x, y)−K(x, yj)| dmk,a(x)dmk,a(y)

≤
∑

j

∫

RN

|bj(y)|
∫

dG(x,yj)>2d(y,yj)

|K(x, y)−K(x, yj)|dmk,a(x)dmk,a(y)

≤ C
∑

j

‖bj‖L1(RN ,ϑk,a(x)dx)
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≤ C ‖f‖L1(RN ,ϑk,a(x)dx) .

Therefore,

mk,a

{
x ∈

( ⋃
j

Q∗
j

)c

; |S(b)(x)| > λ

2

}
≤ 2

λ

∫

(∪Q∗j )c

|S(b)(x)|dmk,a(x) ≤ C
‖f‖L1(RN ,ϑk,a(x)dx)

λ
.

This achieves the proof of the inequality (5.3) for b.
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6 IMAGINARY POWERS

6 Imaginary powers of the (k, a)-generalized harmonic oscillator

We will define and investigate the imaginary powers (−4k,a)
−iσ , σ ∈ R of the (k, a)-

generalized harmonic oscillator 4k,a = ‖x‖2−a4k − ‖x‖a and prove the Lp-boundedness

(1 < p < ∞) and weak L1-boundedness of such operators for a = 2 and 1 respectively.

We will use the Calderón–Zygmund theory developed in the last Chapter to prove such

results. For the case of a = 2, the result was already proved for G = ZN
2 in [32]. For

general finite reflection groups G in this case, the proof goes similar to that of the Lp-

boundedness (1 < p < ∞) and weakly L1-boundedness of the Riesz transforms related to

the Dunkl harmonic oscillator in [1], using the estimate of the derivative of integral kernel.

For the case of a = 1, however, the method on the estimate of the derivative can no longer

be used due to the metric corresponding to the context of (k, 1)-generalized analysis. For

a general metric space, a well-known definition of differentiation by Cheeger [10] is given

via integration on continuous rectifiable curves. Unfortunately, as Remark 4.4. ii shows,

rectifiable curves between two distinct points do not necessarily exist (or in other words, the

induced length metric could be infinite) with respect to the metric corresponding to (k, 1)-

generalized analysis and derivatives on the metric space cannot be defined. We will make

use of an estimate of difference quotient analogue in substitute of estimate of derivative. The

result and proof are contained for this case in my paper [40]. We denote C, C1, C2 to be

constants varying from line to line and b, c, b1, b2 to be some positive absolute constants in

the following.

From the formula

tanh z
2

+
1

sinh z
= coth z

we reformulate the reproducing kernel Λk,a (x, y; z) of e
z
a
4k,a from (2.13), (4.8) and (4.6) as

Λk,a (x, y; z) =
exp(− 1

a
(‖x‖a + ‖y‖a) tanh z

2
)

sinh(z)
2〈k〉+N+a−2

a

τy

(
e−

1
a sinh z

‖·‖a
)

((−1)
2
a x) (6.1)

=
exp(− 1

a
(‖x‖a + ‖y‖a) tanh z

2
)

sinh(z)
2〈k〉+N+a−2

a
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×





Γ
(

N−1
2

+ 〈k〉)√
πΓ

(
N−2

2
+ 〈k〉)×

Vk

( ∫ 1

−1
e
− 1

sinh z

(
‖x‖+‖y‖−

√
2(‖x‖‖y‖+〈·,y〉)u

)
(1− u2)

N
2

+〈k〉−2
du

)
(x) (a = 1),

Vk

(
e−

1
2 sinh z (‖x‖2+‖y‖2−2〈·,y〉)

)
(x) (a = 2).

(6.2)

Let z = at, t > 0. For 0 < t ≤ 1, sinh at behaves like at. So

|Λk,a (x, y; at)| ≤ C
1

t
2〈k〉+N+a−2

a

τy

(
e−

b
t
‖·‖a

)
((−1)

2
a x). (6.3)

For t > 1, sinh at behaves like eat. So

|Λk,a (x, y; at)| ≤ Ce−(2〈k〉+N+a−2)tτy

(
e−b‖·‖a

)
((−1)

2
a x). (6.4)

From (2.6) we can define the imaginary powers (−4k,a)
−iσ , σ ∈ R for f ∈ L2(RN ,

ϑk,a (x) dx) of the (k, a)-generalized harmonic oscillator −4k,a naturally as

(−4k,a)
−iσ (f) (x) =

∑

l,m,j

(a (2l + λk,a,m + 1))−iσ
〈
f, Φ

(a)
l,m,j

〉
k,a

Φ
(a)
l,m,j (x) . (6.5)

It is obviously a bounded operator on L2
(
RN , ϑk,a (x) dx

)
from its spectrum.

In what follow we put

K (x, y) =

∫ ∞

0

Λk,a (x, y; at) tiσ−1dt. (6.6)

We will show that the integral (6.6) converges absolutely for a = 1 or 2. Based on the formula

λ−iσ =
1

Γ (iσ)

∫ ∞

0

e−tλtiσ−1dt, λ > 0

and (6.5), (2.9), (2.10), we can write (−4k,a)
−iσ in the following way (such definition goes

back to [32] and [38])

(−4k,a)
−iσ (f) (x) =

1

Γ (iσ)

∫ ∞

0

et4k,a (f) (x) tiσ−1dt

=
ck,a

Γ (iσ)

∫ ∞

0

tiσ−1dt

∫

RN

f (y) Λk,a (x, y; at) ϑk,a (y) dy. (6.7)

We will observe that this integral converges absolutely for all compactly supported functions

f ∈ L2(RN , ϑk,a (x) dx) with supp f ∩ G.x = ∅. And for compactly supported functions

f ∈ L2
(
RN , ϑk,a (x) dx

)
, G.x ∩ supp f = ∅, (−4k,a)

−iσ satisfies

(−4k,a)
−iσ (f) (x) =

ck,a

Γ (iσ)

∫

RN

K (x, y) f (y) ϑk,a (y) dy
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by changing the order of integration. We will show that the kernel K (x, y) of (−4k,a)
−iσ for

a = 1 or 2 satisfies the condition in Theorem 5.1 to prove the following main theorem.

Theorem 6.1. ([40]) For 2 〈k〉 + N + a − 3 > 0, a = 1 or 2, the imaginary powers

(−4k,a)
−iσ , σ ∈ R of the (k, a)-generalized harmonic oscillator −4k,a are bounded opera-

tors on Lp
(
RN , ϑk,a (x) dx

)
, 1 < p < ∞, and weakly bounded on L1

(
RN , ϑk,a (x) dx

)
.

In the following two sections we will prove the above theorem for a = 2 and 1 respec-

tively. We will show the convergence of the integral (6.7) first.

6.1 The case of a = 2

Lemma 6.2. For all x, y ∈ RN , a = 2, y 6∈ G.x, the integral (6.6) converges absolutely and

|K (x, y)| ≤ C
1

dG (x, y)2〈k〉+N
.

Proof. From (6.3), (4.2), (4.3), we have
∫ 1

0

∣∣Λk,2 (x, y; 2t) tiσ−1
∣∣ dt ≤ C

∫ 1

0

1

t〈k〉+
N
2

τy

(
e−

b
t
‖·‖2

)
(−x)

1

t
dt

≤ C

∫

RN

∫ 1

0

1

t〈k〉+
N
2

+1
e−

b
t (‖x‖2+‖y‖2−2〈η,y〉)dtdµx (η)

≤ C

∫

RN

1
(‖x‖2 + ‖y‖2 − 2 〈η, y〉)〈k〉+

N
2

dµx (η)

∫ ∞

0

1

s〈k〉+
N
2

+1
e−

b
s ds

≤ C
1

dG (x, y)2〈k〉+N

∫

RN

dµx (η) ≤ C
1

dG (x, y)2〈k〉+N
.

And from (6.4), (4.2), (4.3),
∫ ∞

1

∣∣Λk,2 (x, y; 2t) tiσ−1
∣∣ dt ≤ C

∫ ∞

1

e−(2〈k〉+N)tτy

(
e−b‖·‖2

)
(−x)

1

t
dt

≤ Cτy

(
e−b‖·‖2

)
(−x) ≤ C

∫

RN

dµx (η) e−b·dG(x,y)2

≤ Ce−b·dG(x,y)2 ≤ C
1

dG (x, y)2〈k〉+N
.

Thus the integral (6.7) for a = 2 converges absolutely for all compactly supported

functions f ∈ L2
(
RN , hk (x) dx

)
with G.x ∩ supp f = ∅, because

∫

RN

∫ ∞

0

∣∣tiσ−1f (y) Λk,2 (x, y; 2t)
∣∣ hk (y) dtdy ≤ C

∫

RN

1

dG (x, y)2〈k〉+N
|f (y)|hk (y) dy.

We need also an estimate of the partial derivative of the integral kernel Λk,2 (x, y; 2t)

before the proof.
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Lemma 6.3. For 0 < t < 1, we have
∣∣∣∣
∂Λk,2

∂yi

(x, y; 2t)

∣∣∣∣ ≤
C

t〈k〉+
N+1

2

τy

(
e−

c
t
‖·‖2

)
(−x).

Proof. From (6.1), we write

∂Λk,2

∂yi

(x, y; 2t) =
1

sinh(2t)〈k〉+
N
2

(
− τ−y

(
e−

1
2 sinh 2t

‖·‖2
)

(x)e−
1
2
(‖x‖2+‖y‖2) tanh tyi tanh t

− e−
1
2
(‖x‖2+‖y‖2) tanh tVk

(
e−

1
2 sinh 2t

(‖x‖2+‖y‖2−2〈·,y〉) 1

2 sinh 2t

(
yi − (·)i

))
(x)

)

=
1

sinh(2t)〈k〉+
N
2

(I1 + I2) .

Notice that sinh 2t behaves like 2t for 0 < t < 1. For the first part I1, along with the

fact that ue−
1
2
u2

is a bounded function, we have

|I1| ≤ C1

√
tτy

(
e−

b1
t
‖·‖2

)
(−x).

For the second part I2, we have

|I2| ≤
∫

co(G.x)

e−
1

2 sinh 2t
(‖x‖2+‖y‖2−2〈η,y〉) 1

2 sinh 2t
|yi − ηi| dµx(η)

≤
∫

co(G.x)

e−
1

4 sinh 2t
(‖x‖2+‖y‖2−2〈η,y〉)e−

1
4 sinh 2t

(‖η‖2+‖y‖2−2〈η,y〉) 1

2 sinh 2t
‖y − η‖ dµx(η)

≤ C2
1√

sinh 2t

∫

co(G.x)

e−
1

4 sinh 2t
(‖x‖2+‖y‖2−2〈η,y〉)dµx(η)

≤ C2
1√
t
τ−y

(
e−

b2
t
‖·‖2

)
(x).

Thus
∣∣∣∣
∂Λk,2

∂yi

(x, y; 2t)

∣∣∣∣ ≤
1

t〈k〉+
N
2

(
C1

√
t + C2

1√
t

)
τy

(
e−

c
t
‖·‖2

)
(−x)

≤ C

t〈k〉+
N+1

2

τy

(
e−

c
t
‖·‖2

)
(−x).

We can then start the proof of Theorem 6.1 for a = 2.

Proof of Theorem 6.1 (for a = 2). We only need to show that the operator (−4k,2)
−iσ is Lp-

bounded for 1 < p ≤ 2 and weakly L1-bounded since it is symmetric on L2
(
RN , ϑk,2 (x) dx

)

and its Lp-boundedness for 2 < p < ∞ can be derived from the duality argument. From

(6.6), we write

K (x, y) =

∫ 1

0

Λk,2 (x, y; 2t) tiσ−1dt +

∫ ∞

1

Λk,2 (x, y; 2t) tiσ−1dt
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= K(1) (x, y) + K(2) (x, y) ,

where x, y ∈ RN , y 6∈ G.x. We claim that K (x, y) satisfies the condition in Theorem 5.1.

For the second part K(2) (x, y), by (6.3), (4.1) and the Property 2 of Dunkl translations,
∫

RN

∣∣K(2) (x, y)
∣∣ ϑk,2 (x) dx ≤ C

∫

RN

∫ ∞

1

e−(2〈k〉+N)tτy

(
e−b‖·‖) (x)

1

t
hk (x) dtdx

= C

∫ ∞

1

∫

RN

e−(2〈k〉+N)te−b‖x‖1
t
hk (x) dx

≤ C

∫ ∞

1

e−(2〈k〉+N)t 1

t
dt ≤ C.

Then we have
∫

dG(x,y)>2‖y−y0‖

∣∣K(2) (x, y)−K(2)(x, y0)
∣∣ hk (x) dx ≤ 2

∫

RN

∣∣K(2) (x, y)
∣∣ hk (x) dx ≤ C.

For the first part K(1) (x, y), from Lemma 6.3,

∣∣K(1) (x, y)−K(1) (x, y0)
∣∣ ≤

∫ 1

0

|Λk,2 (x, y; 2t)− Λk,2 (x, y0; 2t)| 1
t
dt

≤ ‖y − y0‖
∫ 1

0

1

t
dt

∫ 1

0

N∑
i=1

∣∣∣∣
∂Λk,2

∂yi

(x, yθ, ; 2t)

∣∣∣∣ dθ

≤ C ‖y − y0‖
∫ 1

0

1

t〈k〉+
N+3

2

dt

∫ 1

0

τx

(
e−

c
t
‖·‖2

)
(−yθ)dθ,

where yθ = y0 + θ(y − y0). When dG(x, y) > 2 ‖y − y0‖, we have

dG(x, yθ) ≥ dG(x, y)− ‖y − yθ‖ > ‖y − y0‖ .

Then from (4.2) and (4.3), we have

τx

(
e−

c
t
‖·‖2

)
(−yθ) ≤ τx

(
e−

c
4t

(‖·‖+‖y−y0‖)2
)

(−yθ).

Therefore, from the Property 2 of Dunkl translations and (4.1),
∫

dG(x,y)>2‖y−y0‖

∣∣K(1) (x, y)−K(1)(x, y0)
∣∣ hk (x) dx

≤ C ‖y − y0‖
∫ 1

0

1

t〈k〉+
N+3

2

dt

∫ 1

0

(∫

RN

τyθ

(
e−

c
4t

(‖·‖+‖y−y0‖)2
)

(−x)hk (x) dx

)
dθ

= C ‖y − y0‖
∫ 1

0

1

t〈k〉+
N+3

2

dt

∫

RN

e−
c
4t

(‖x‖+‖y−y0‖)2hk (x) dx

= C ‖y − y0‖
∫ ∞

0

r2〈k〉+N−1dr

∫ 1

0

1

t〈k〉+
N+3

2

e−
c
4t

(r+‖y−y0‖)2dt
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≤ C ‖y − y0‖
∫ ∞

0

r2〈k〉+N−1

(r + ‖y − y0‖)2〈k〉+N+1
dr

∫ ∞

0

1

u〈k〉+
N+3

2

e−
c
4u du

≤ C ‖y − y0‖
∫ ∞

0

1

(r + ‖y − y0‖)2dr = C.

The proof of Theorem 6.1 is complete for a = 2. 2

6.2 The case of a = 1

Lemma 6.4. For all x, y ∈ RN , a = 1, y 6∈ G.x, 2 〈k〉 + N − 2 > 0, the integral (6.6)

converges absolutely and

|K (x, y)| ≤ C
1

dG (x, y)2(2〈k〉+N−1)
.

Proof. From (6.3), (4.6), (4.9), we have

∫ 1

0

∣∣Λk,1 (x, y; t) tiσ−1
∣∣ dt ≤ C

∫ 1

0

1

t2〈k〉+N−1
τy

(
e−

b
t
‖·‖

)
(x)

1

t
dt

≤ C

∫

RN

∫ 1

−1

∫ 1

0

1

t2〈k〉+N
e
− b

t

(
‖x‖+‖y‖−

√
2(‖x‖‖y‖+〈η,y〉)u

)
dt

(
1− u2

)N
2

+〈k〉−2
dudµx (η)

≤ C

∫

RN

dµx (η)

∫ 1

−1

1(
‖x‖+ ‖y‖ −

√
2 (‖x‖ ‖y‖+ 〈η, y〉)u

)2〈k〉+N−1

· (1− u2
)N

2
+〈k〉−2

du

∫ ∞

0

1

s2〈k〉+N
e−

b
s ds

≤ C
1

dG (x, y)2(2〈k〉+N−1)

∫

RN

dµx (η)

∫ 1

−1

(
1− u2

)N
2

+〈k〉−2
du

≤ C
1

dG (x, y)2(2〈k〉+N−1)
.

And from (6.4), (4.6), (4.9),

∫ ∞

1

∣∣Λk,1 (x, y; t) tiσ−1
∣∣ dt ≤ C

∫ ∞

1

e−(2〈k〉+N−1)tτy

(
e−b‖·‖) (x)

1

t
dt

≤ Cτy

(
e−b‖·‖) (x)

≤ C

∫

RN

dµx (η)

∫ 1

−1

(
1− u2

)N
2

+〈k〉−2
du · e−b·dG(x,y)2

≤ Ce−b·dG(x,y)2 ≤ C
1

dG (x, y)2(2〈k〉+N−1)
.
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Thus the integral (6.7) for a = 1 converges absolutely for all compactly supported

functions f ∈ L2
(
RN , ϑk,1 (x) dx

)
with G.x ∩ supp f = ∅, because

∫

RN

∫ ∞

0

∣∣tiσ−1f (y) Λk,1 (x, y; t)
∣∣ ϑk,1 (y) dtdy ≤ C

∫

RN

1

dG (x, y)2(2〈k〉+N−1)
|f (y)|ϑk,1 (y) dy.

We can then start the proof of Theorem 6.1 for a = 1. It begins with the following two

lemmas. The first one is an enhancement of the triangle inequality of the metric d(x, y).

Lemma 6.5. For u ∈ [−1, 1], η ∈ co(G.x), and x, y ∈ RN ,
∣∣∣∣
√
‖x‖+ ‖y‖ −

√
2 (‖x‖ ‖y‖+ 〈η, y〉)u−

√
‖x‖+ ‖z‖ −

√
2 (‖x‖ ‖z‖+ 〈η, z〉)u

∣∣∣∣ ≤ d (y, z) .

Proof. If η ∈ co(G.x), then there exists a rotation transformation T such that η = kT (x), 0 ≤
k ≤ 1. So we assume η = kx in the proof since ‖T (x)‖ = ‖x‖. Then

√
2 (‖x‖ ‖y‖+ 〈η, y〉)u = 2

√
‖x‖ ‖y‖

√
1

2
(1 + k cos α)u;

√
2 (‖x‖ ‖z‖+ 〈η, z〉)u = 2

√
‖x‖ ‖z‖

√
1

2
(1 + k cos β)u.

Denote by

αk = 2 arccos

√
1

2
(1 + k cos α), βk = 2 arccos

√
1

2
(1 + k cos β).

We assert that

|αk − βk| ≤ γ. (6.8)

Here α, β and γ are given as in the proof of Proposition 4.3.

Assume ‖x‖ = ‖y‖ = ‖z‖ = 1. Then (6.8) is equivalent to

1− 〈y, z〉2 − k2 〈x, y〉2 − k2 〈x, z〉2 + 2k2 〈x, y〉 〈y, z〉 〈x, z〉 ≥ 0.

It suffices to show that

k2
(
1− 〈y, z〉2)− k2 〈x, y〉2 − k2 〈x, z〉2 + 2k2 〈x, y〉 〈y, z〉 〈x, z〉 ≥ 0.

And it is equivalent to

det




1 〈x, y〉 〈x, z〉
〈y, x〉 1 〈y, z〉
〈z, x〉 〈z, y〉 1


 ≥ 0.
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It is the determinant of the Gram matrix of the three vectors x, y, and z. Thus (6.8) is

proved.

From assertion (6.8), similar to the proof in Proposition 4.3, it suffices to show that
∣∣∣∣∣
√
‖x‖+ ‖y‖ − 2

√
‖x‖ ‖y‖u cos

αk

2
−

√
‖x‖+ ‖z‖ − 2

√
‖x‖ ‖z‖u cos

βk

2

∣∣∣∣∣

≤
√
‖y‖+ ‖z‖ − 2

√
‖y‖ ‖z‖ cos

αk − βk

2
.

And it suffices to show

‖x‖ ‖y‖
(
1− u2 cos2 αk

2

)
+ ‖x‖ ‖z‖

(
1− u2 cos2 βk

2

)
+ ‖z‖ ‖y‖ sin2 αk − βk

2

+ 2 ‖z‖
√
‖x‖ ‖y‖u cos

βk

2
cos

αk − βk

2

+2 ‖x‖
√
‖z‖ ‖y‖u2 cos

βk

2
cos

αk

2
+ 2 ‖y‖

√
‖z‖ ‖x‖u cos

αk − βk

2
cos

αk

2

≥ 2 ‖x‖
√
‖z‖ ‖y‖ cos

αk − βk

2
+ 2 ‖y‖

√
‖z‖ ‖x‖u cos

βk

2
+ 2 ‖z‖

√
‖x‖ ‖y‖u cos

αk

2
.

The above is equivalent to

(√
‖x‖ ‖y‖u sin

αk

2
−

√
‖x‖ ‖z‖u sin

βk

2
−

√
‖z‖ ‖y‖ sin

αk − βk

2

)2

+ ‖x‖ (‖y‖+ ‖z‖) (
1− u2

)

≥ 2 ‖x‖
√
‖z‖ ‖y‖ (

1− u2
)
cos

αk − βk

2
.

The Lemma is therefore proved.

The next lemma is an estimate of the difference quotient analogue. We can no longer

make use of estimates of partial derivatives because we cannot define differentiation on the

metric space corresponding to (k, 1)-generalized analysis for the failure of the existence of

continuous rectifiable curves between two distinct points (see Remark 4.4. ii).

Lemma 6.6. For 0 < t < 1, y 6= y0,
∣∣∣∣
Λk,1 (x, y; t)− Λk,1 (x, y0; t)

d (y, y0)

∣∣∣∣ ≤
C

t2〈k〉+N− 1
2

(
τy0

(
e−

c
t
‖·‖) (x) + τy

(
e−

c
t
‖·‖) (x)

)
.

Proof. From (6.1), we write

Λk,1 (x, y; t)− Λk,1 (x, y0; t)

d (y, y0)
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=
1

(sinh t)2〈k〉+N−1

(
e− tanh t

2
(‖x‖+‖y‖)τx

(
e−

1
sinh t

‖·‖
)

(y)− e− tanh t
2
(‖x‖+‖y‖)τx

(
e−

1
sinh t

‖·‖
)

(y0)

d (y, y0)

+
e− tanh t

2
(‖x‖+‖y‖)τx

(
e−

1
sinh t

‖·‖
)

(y0)− e− tanh t
2
(‖x‖+‖y0‖)τx

(
e−

1
sinh t

‖·‖
)

(y0)

d (y, y0)

)

=
1

(sinh t)2〈k〉+N−1
(I1 + I2) .

Notice that sinh t behaves like t for 0 < t ≤ 1. For the second part I2, if ‖y‖ = ‖y0‖,
then I2 = 0. If ‖y‖ 6= ‖y0‖, then from the inequality

∣∣∣∣∣
e− tanh t

2
·x2

1 − e− tanh t
2
·x2

2

x1 − x2

∣∣∣∣∣ ≤ max
x

∣∣∣∣2 tanh
t

2
· xe− tanh t

2
·x2

∣∣∣∣ ≤ C2

√
t,

we have

|I2| =
∣∣∣∣∣τx

(
e−

1
sinh t

‖·‖
)

(y0)
e− tanh t

2
(‖x‖+‖y‖) − e− tanh t

2
(‖x‖+‖y0‖)

d (y, y0)

∣∣∣∣∣

≤ τx

(
e−

1
sinh t

‖·‖
)

(y0) ·
∣∣∣∣∣
e− tanh t

2
‖y‖ − e− tanh t

2
‖y0‖

√
‖y‖ −

√
‖y0‖

∣∣∣∣∣

≤ C2

√
tτx

(
e−

b2
t
‖·‖

)
(y0).

For the first part I1, from the inequality
∣∣∣∣∣
e−

1
sinh t

·x2
1 − e−

1
sinh t

·x2
2

x1 − x2

∣∣∣∣∣ ≤ max
x2≤x≤x1

∣∣∣∣
2

sinh t
· xe−

1
sinh t

·x2

∣∣∣∣

≤ 2√
sinh t

e−
1

2 sinh t
·x2

2 max
x2≤x≤x1

∣∣∣∣
1√

sinh t
· xe−

1
2 sinh t

·x2

∣∣∣∣

≤ C1
1√
t
e−

b1
t
·x2

2 , x1 > x2,

along with Lemma 6.5 and (4.6),

|I1| ≤ C1e
− tanh t

2
(‖x‖+‖y‖)

· Vk

(∫ 1

−1

∣∣∣∣∣∣
e
− 1

sinh t

(
‖x‖+‖y‖−

√
2(‖x‖‖y‖+〈·,y〉)u

)
− e

− 1
sinh t

(
‖x‖+‖y0‖−

√
2(‖x‖‖y0‖+〈·,y0〉)u

)

d (y, y0)

∣∣∣∣∣∣

· (1− u2
)N

2
+〈k〉−2

du

)
(x)

≤ C1√
t
e− tanh t

2
(‖x‖+‖y‖)

∫

RN

(∫
{

u∈[−1,1]:‖y‖−
√

2(‖x‖‖y‖+〈η,y〉)u>‖y0‖−
√

2(‖x‖‖y0‖+〈η,y0〉)u
}
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e
− 1

2 sinh t

(
‖x‖+‖y0‖−

√
2(‖x‖‖y0‖+〈η,y0〉)u

) (
1− u2

)N
2

+〈k〉−2
du

+

∫
{

u∈[−1,1]:‖y‖−
√

2(‖x‖‖y‖+〈η,y〉)u<‖y0‖−
√

2(‖x‖‖y0‖+〈η,y0〉)u
} e

− 1
2 sinh t

(
‖x‖+‖y‖−

√
2(‖x‖‖y‖+〈η,y〉)u

)

· (1− u2
)N

2
+〈k〉−2

du

)
dµx(η)

≤ C1√
t

(
τy0

(
e−

b1
t
‖·‖

)
(x) + τy

(
e−

b1
t
‖·‖

)
(x)

)
.

Thus
∣∣∣∣
Λk,1 (x, y; t)− Λk,1 (x, y0; t)

d (y, y0)

∣∣∣∣ ≤
1

t2〈k〉+N−1

(
C2

√
t +

C1√
t

) (
τy0

(
e−

c
t
‖·‖) (x) + τy

(
e−

c
t
‖·‖) (x)

)

≤ C

t2〈k〉+N− 1
2

(
τy0

(
e−

c
t
‖·‖) (x) + τy

(
e−

c
t
‖·‖) (x)

)
.

Proof of Theorem 6.1 (for a = 1). We only need to show that the operator (−4k,1)
−iσ is Lp-

bounded for 1 < p ≤ 2 and weakly L1-bounded since it is symmetric on L2
(
RN , ϑk,1 (x) dx

)

and its Lp-boundedness for 2 < p < ∞ can be derived from the duality argument. From

(6.6), we write

K (x, y) =

∫ 1

0

Λk,1 (x, y; t) tiσ−1dt +

∫ ∞

1

Λk,1 (x, y; t) tiσ−1dt

= K(1) (x, y) + K(2) (x, y) ,

where x, y ∈ RN , y 6∈ G.x. We claim that K (x, y) satisfies the condition in Theorem 5.1.

For the second part K(2) (x, y), by (6.3), (4.4) and (4.7),
∫

RN

∣∣K(2) (x, y)
∣∣ ϑk,1 (x) dx ≤ C

∫

RN

∫ ∞

1

e−(2〈k〉+N−1)tτy

(
e−b‖·‖) (x)

1

t
ϑk,1 (x) dtdx

= C

∫ ∞

1

∫

RN

e−(2〈k〉+N−1)te−b‖x‖1
t
ϑk,1 (x) dx

≤ C

∫ ∞

1

e−(2〈k〉+N−1)t 1

t
dt ≤ C.

Then we have
∫

dG(x,y)>2d(y,y0)

∣∣K(2) (x, y)−K(2)(x, y0)
∣∣ ϑk,1 (x) dx ≤ 2

∫

RN

∣∣K(2) (x, y)
∣∣ ϑk,1 (x) dx ≤ C.

For the first part K(1) (x, y), from Lemma 6.6,

∣∣K(1) (x, y)−K(1) (x, y0)
∣∣ ≤

∫ 1

0

|Λk,1 (x, y; t)− Λk,1 (x, y0; t)| 1
t
dt
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≤ Cd (y, y0)

∫ 1

0

1

t2〈k〉+N+ 1
2

(
τy0

(
e−

c
t
‖·‖) (x) + τy

(
e−

c
t
‖·‖) (x)

)
dt.

When dG(x, y) > 2d(y, y0), we have

dG(x, y0) ≥ dG(x, y)− d(y0, y) > d(y, y0), dG(x, y) > d(y, y0).

Then from (4.9), for any u ∈ [−1, 1] and η ∈ co(G.x), we have

√
‖x‖+ ‖y0‖ −

√
2 (‖x‖ ‖y0‖+ 〈η, y0〉)u ≥ dG(x, y0) > d(y, y0),

√
‖x‖+ ‖y‖ −

√
2 (‖x‖ ‖y‖+ 〈η, y〉)u ≥ dG(x, y) > d(y, y0).

So

τx

(
e−

c
t
‖·‖) (y0) ≤ τx

(
e
− c

4t

(√
‖·‖+d(y,y0)

)2
)

(y0), τx

(
e−

c
t
‖·‖) (y) ≤ τx

(
e
− c

4t

(√
‖·‖+d(y,y0)

)2
)

(y).

Therefore, from (4.4) and (4.7),

∫

dG(x,y)>2d(y,y0)

∣∣K(1) (x, y)−K(1)(x, y0)
∣∣ ϑk,1 (x) dx

≤ Cd(y, y0)

∫ 1

0

1

t2〈k〉+N+ 1
2

(∫

RN

τy0

(
e
− c

4t

(√
‖·‖+d(y,y0)

)2
)

(x)ϑk,1 (x) dx

+

∫

RN

τy

(
e
− c

4t

(√
‖·‖+d(y,y0)

)2
)

(x)ϑk,1 (x) dx

)
dt

= Cd(y, y0)

∫ 1

0

1

t2〈k〉+N+ 1
2

dt

∫

RN

2e
− c

4t

(√
‖x‖+d(y,y0)

)2

ϑk,1 (x) dx

≤ Cd(y, y0)

∫ ∞

0

r2〈k〉+N−2dr

∫ 1

0

2

t2〈k〉+N+ 1
2

e−
c
4t(

√
r+d(y,y0))

2

dt

≤ Cd(y, y0)

∫ ∞

0

r2〈k〉+N−2

(
√

r + d(y, y0))
2(2〈k〉+N− 1

2)
dr

∫ ∞

0

2

u2〈k〉+N+ 1
2

e−
c
4u du

≤ Cd(y, y0)

∫ ∞

0

1

(
√

r + d(y, y0))
3dr = C.

The proof of Theorem 6.1 is complete for a = 1. 2
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